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In the approximation of considering only vertex contributions to the propagator, we determine 
sufficient conditions on the two-particle scattering amplitude which does not generate ghosts in the 
propagator. The Regge type of behavior does not satisfy these conditions, and will give rise to ghosts 
unless cancellations occur coming from the higher inelastic contributions to the vertex-function 
unitarity condition, which have been neglected in our calculation. The double-pole behavior dis­
cussed by Frye is found to be the only two-particle scattering-amplitude behavior which will have 
no propagator ghosts, under certain general conditions. 

ONE of the difficulties common to all existing 
field-theory approximation procedures is the 

occurrence of propagator ghosts. 1 Symanzik2 has 
recently given a discussion of this point, and his 
conclusions may be rephrased as a set of necessary 
conditions on the asymptotic behavior of each of 
the absorptive parts entering into the propagator 
unitarity sum, in order that no propagator ghosts 
occur; these conditions essentially require the vanish­
ing of the 1 vertex function 12 and each of the 1 decay 
amplitudes 12 at infinite energy. This situation does 
not occur in each order of perturbation theory, 
nor in a large class of nonperturbative approximation 
schemes described recently by one of US,

3 nor in a 
simple generalization of axiomatic perturbation 
theory described recently by the other.4 Thus it is 

1 G. Feldman, Proc. Roy. Soc. (London) A223 112, (954); 
P. Redmond [Ph~. Rev. 112, 1404 (1958)] has described 
an ad hoc method for removing these ghosts from the perturba­
tion approximations. 

2 K. Symanzik, J. Math. Phys. 1, 249 (1960). See also 
H. Lehmann, K. Symanzik, and W. Zimmermann, Nuovo 
Cimento 2,425 (1955). 

3 J. G. Taylor, "On the Field Equations III. N on-Perturba­
tive Approximation Method," (I. A. S. preprint). 

4 H. M. Fried, "Axiomatic Perturbation Theory II. 
Partial Sum Formalism," (C. I. M. S. preprint). 

interesting to determine at least some sufficiency 
conditions in order that an approximation method 
in field theory does not generate propagator ghosts, 
and for this we require some mechanism that suitably 
damps out the vertex function and decay amplitudes 
at high energies. We consider only the vertex 
contribution to the propagator here. 

Because the vertex function is related to the 
S-wave scattering amplitude through an Omnes 
solution to the vertex unitarity equation, it is a 
natural question to ask if the Regge-pole hypothesis 
provides such a mechanism for achieving the damp­
ing necessary at high energies. We think it suffi­
ciently interesting to remark that, for the simplest 
type of Regge behavior of the scattering amplitude, 
this is almost but not quite the case, and one must 
require cancellations involving the higher inelastic 
contributions to the vertex unitarity relation. How­
ever, the more general behavior recently discussed 
by Frye,6 in which the important asymptotic 
behavior of the scattering amplitude is controlled 
by multiple poles or cuts in the complex angular-

6 G. Frye, Phys. Rev. Letters 8, 494 (1962). Our scattering 
amplitude is normalized to be half as large as Frye's. 
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momentum plane, does provide such a mechanism 
for a range of the Regge parameters a'(O), J3(0). 

The vertex contribution to the propagator of a 
scalar, self-interacting boson field takes the form 

A '() _ 1 + 100 

ds'1:.(s') I res') 12 (1) 
1.>.1" s - 2 ( , )( , 2)2 , m - S 4m' S - S S - m 

where 1:.(s) is a real, positive, two-particle phase 
space factor, and res) represents the vertex function 
(more precisely, r is a form factor: vertex function 
times Klein-Gordon amputated propagator). In a 
renormalizable theory, 1:. typically has the asymp­
totic form 1:. ""' s for large s, and the ghost situation 
arises when res) is approximated by any method 
for which6 

(2) 

is not satisfied. 
The vertex unitarity equation reads7 

res) - r*(s) = i[r(s)A t(s) + r*(s)Ao(s) + H(s)], (3) 

where Ao(s) is the S-wave scattering amplitude and 
H(s) denotes the real functions obtained by summing 
over all the contributing inelastic and decay ampli­
tudes. Equation (3) and the statement that res) is 
analytic in the cut plane (with no essential singular­
ities at infinity) imply the Omnes solutionS 

2 { (s - m
2

) 
res) = exp lues) - u(m)] 9 + 271" 

1
00 ds'H(s') e-!td,,)-a<m')I} 

X 9m' (s' - s - iE)(s' - m2
)' 11 + iAo(s') I ' (4) 

which satisfies the boundary condition r(m 2
) = g; 

here u(s) = 1/71" f:m' ds' 8(s') X (s' - s - i€)-l = 

~(s) + i8(s), and 2i o(s) = In [1 + iAo(s)/1 - iA t(s)]. 
In order to discuss the asymptotic form of res) 
it is clearly necessary to make an assumption about 
H(s); but the form of (4) suggests that the important 
asymptotic behavior of res) is governed by the 
factor exp lues) - u(m2

)], and hence by the S-wave 
scattering. With reasonable assumptions about the 
form of H(s), this would be the situation for certain 
classes of high-energy scattering behavior; e.g., if 
the double-pole model discussed below is correct, 
the presence of H(s) is not pertinent to this discus­
sion if, asymptotically, H(s) ""' s-~, l' > 0, or if 
H(s) ""' (In s)-\ l' > !; etc. 

• Equation (2) implies that the wavefunction renormaliza­
tion constant is positive. 

7 We use the same normalization as M. Goldberger, 
Introduction to the Theory and Application of Dispersion 
Relations, edited by DeWitt and Omnes, (Hermann & 
Cie., Paris, 1960). 

8 R. Omncs, Nuovo Cimento 8, 316 (1958). 

The S-wave scattering amplitude obeys the 
unitarity equation 

where IF(sW denotes the real, positive contribution 
of all the inelastic production processes. With 
Ao(s) = p(s)e'\<3), p and S- real, (5) may be rewritten 
in the form 

p = ! (sin S-) ~~, ~± = 1 ± (1 - IGI2)!, 
1F12 = i IGI2 sin2 S-, (6) 

which makes explicit the limitations on the strength 
of the inelastic terms, i.e., IGI2 ::::; 1. From (6) it is 
easy to see that 

(7) 

where the superscripts (0) denote the S-wave cross 
sections. Below the inelastic threshold, at s = 9m2 

in the simple scalar theory, this ratio must be unity, 
indicating that we are on the "~+ branch," with 
IGI2 = O. As the threshold is passed, the scattering 
amplitude cannot change discontinuously, which 
implies that we are still on the ~+ branch with IGI2 
increasing from zero. If IGI2 increases to its maximum 
value at some point So, ~+(so) = 1, and we have 
the "diffraction limit," ()";~~(so)/()"~~)(so) = 2. At this 
point it is possible for the scattering amplitude to 
pass smoothly to the ~_ branch; and in fact this 
must be the situation if the potential theory Regge 
behavior occurs, since the ratio of (7) then diverges 
logarithmically at high energy. 

Only the real part of the exponential factor of 
(4) is pertinent to the convergence of (2). For 
large s this becomes9 

9 This statement requires some justification. A discussion 
of such limiting behavior has been given by G. Frye and 
R. Warnock ["Analysis of Partial Wave Dispersion Rela­
tions," University of Washington preprint.] We give here a 
simple treatment for a suitable class of functions o(s). To 
within a constant, the exponential factor of (4) may be 
written as (1;, .. )I(s), with 

I( ) - foo ds' o(s'). 
S -8 -----

4m' (8' - s) S' 

We assume that 

f oo ds' o(s')/s' 
4m' 

is divergent, since otherwise no damping is obtained. We 
consider the functions o(s) which are bounded with bounded 
derivatives for s > 8m2, and denote the bounds of o(s) and 
o'(s) by Ii and 01; this situation arises when only a finite number 
of elastic resonances occur. The higher derivatives of 0(8) 
may be unbounded at higher particle thresholds, as has been 
discussed by A. J. Dragt and R. Karplus ["Analyticity and 
Unitarity of General Transition Thresholds," Berkeley 
preprint.] The singularities occuring in o(s) at the threshold 
for the production of n particles were shown there to have 
the form [s - (nm)21'n-6/2 if n is even and [8 - (nm)21'n-612 X 
In (n 2m2 - s) if n is odd, and these do not cause the derivative 
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~(s) ( 2) 1 J' ds' (') ~ m ,...., -- ,- 0 s , 
7r S 

o(s) = tan -1 [ sin r(s) c~s [(s) J. 
2/~~(s) - sm r(s) 

(8) 

It is interesting to note that the arctan can jump 
to a different branch only if, as s' passes through 
s" r(s,) = h and ~=(s,) ~ ~+(sr) = 2. At such 
a point, the inelastic cross section must vanish and 
we would have a pure elastic resonance. If this 
actually occurred we would pick up a term 

- (1/7r) r ds' /s' X t7r 

in (8), and gain a convergence factor s-t in the 
asymptotic expression for res). However, because 
the inelastic amplitudes must be strictly zero at Sr 

this method of obtaining convergence is highly 
doubtful. Further, such an elastic resonance would 
have the same quantum numbers as one of the 
three particles defining the vertex, and such re­
sonances are not seen experimentally. 

It is clear that what is desired is an asymptotic 
behavior of r and u;~V u~~), such that the integral 
of (8) diverges, with a positive sign, for large s. 
These quantities depend critically on the model 
behavior of the scattering amplitude at high energies. 
For a Regge-type amplitude, where aCt) denotes the 
vacuum trajectory, a(O) = 1, one expects the 
dominant behavior 

to a double pole; etc. Knowledge of the asymptotic 
phase r hinges on the ratio of the S-wave projections 
of both the real and imaginary parts of (9), and 
these have been related by a symmetrized dispersion 
relation. Io In Frye's model, where 

1m A(s, t) "-' (3(t)e a (tlq,(,l, 

the desired phase relation is obscure (although 
symmetrization may be imposed; see below); how­
ever, it turns out that all the essential properties 
of Frye's model are simply reproduced by the 
double-pole model (e.g., one finds U tot rv Uel ,...., In s). 

The S-wave projections of (9) have the form ll 

Re AG(s)""" t7r[(3(O)/a'(O)] [lns]P-3, 

1m AG(s) ,...., [(3(O)/a'(O)] [In sy-2, 

and hence 

(10) 

The cross-section ratio is sensitive to p with the 
dependence 

u;~Vu~~) rv [a'(O)/(3(O)] [In sy-p. (11) 

For the potential-theory Regge case, p 1, we 
obtain o(s) "-' (In S)-2, and the integral of (8) 
converges. However, for the double-pole model we 
have u;~Vu~~) '" a'(O)/(3(O) = R, the integral of (8) 
diverges according as 

~(s) - ~(m2) '" -t[I/(R - 1)] In In s, 

(9) and a factor 

where p = 1 corresponds to a first-order pole in 
the scattering amplitude considered as a function 
of complex angular momentum; p = 2 corresponds 

o'(s) to be unbounded for large s. It is convenient to write 
[(B) in the form 

[(8) = -Jt, ds' o(s') + Jl' ~ o(s') 
4m~ S' 4 m !l Sf - 8 

Jao ds' o(S') + S (-,--) -, = [1 + [2 + [3, 
!8 S - S s 

where we assume that [1 is divergent as s -> co, and will 
show that [, and [3 are bounded functions of s. This is 
immediate for I" since !I21 < 0[1 - (8m2/s)] for all s > 8m'. 
If the integration variable in [3 is changed to x = s' / s, 
the range of integration may be Rplit into the two intervals 
(!, !) and (!, co). The latter range gives a contribution 
bounded by 

Joo dx o . 
i(x-1)x' 

the former gives a contribution which may be written in 
the form 

Ji [o(xs) - 0(8)] dx + o(s) Ji dx . 
, xs(s - 1) t x(x - 1) 

The first of these terms is bounded by 01, and the second 
by a finite constant times 0, for sufficiently large s; hence 
[3 is also bounded. 

[In srl !2(R-1l 

is introduced into the asymptotic form of r. We 
have already described the special case for which 
R = 1, since this corresponds to an elastic resonance 
at infinity. 

The integral of (2) will now converge provided 
that R < 2. It is interesting to note that the value 
R = 2 is just the ratio which defines Frye's model, 
where, for the sum of all partial waves, Utot/Ucl rv 4. 
(In comparison, the double-pole model gives 
Utot/Uel ,....,2R.) The physical difference in interpreta­
tion here, for the situation 2 > R > 1, is that each 
inelastic wave does not contribute its maximum 
possible value. 

More generally, we may discuss the desired 
behavior of r and ~=. The required damping of r will 
be obtained if o(s) converges to a positive constant as 

10 S. Frautschi, M. Gell-Mann, and F. Zachariascn, 
Phys. Rev. 126, 2204, (1962). 

11 We use the technique of integration by parts to define 
the asymptotic expansion of these projections, as in reference 5. 
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8 ~ co, while a ghost will occur if it converges to 
a negative constant for large s. If o(s) vanishes for 
large s, and also 

J~ ~s exp [ -~ r ~~ o(s') ] < co 

then asymptotically the function 

'Y(s) = exp [~ J' ds' 0(S')/8' ] 

must be of the form II; -1 (In. 8) ar, where 

aI, ... an-l = 1, an> 1; and In. 8 == In (1n.-l 8). 

For large 8, this implies 

0(8) ,-..." (~ + a2 + ) In 8 In s In2 8 . .. , 
(12) 

with al 2:: 1. This is the most general form of 0(8) 
in the class of functions with expansions in formal 
multiple power series in (In. 8)-1. Thus (12) is a 
sufficient condition, in a general form, on any 
approximation scheme which is to avoid propagator 
ghosts. If, following Frye, we may assume that 

1m A (8, t) ,-..." (3(t) exp [a(t)cf>(8)] for large 8, then 
we find, by manipulations similar to those used in 
reaching (10) and (11), that the only form of cf>(8) 
consistent with (12) is cf>(8) = In 8 + In2 8; this is 
Frye's model with, however, R < 2. 

It may well be that the propagator ghosts which 
are generated by the Regge single-pole behavior 
of the scattering amplitude will be removed when 
the inelastic contributions of (4) are included. The 
present discussion indicates that, with the neglect 
of these terms, the Regge single-pole behavior is not 
consistent with a local, Lorentz-invariant field theory 
with positive definite metric; the double-Regge-pole 
behavior is. This situation can only be made worse 
if inelastic contributions are included on the right­
hand side of (1), since these extra positive terms 
may introduce new propagator ghosts but can never 
cancel any portion of the vertex contributions. 
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.It is shown that in addition to the four divergence laws TaP lfJ = 0, stress tensors satisfying the 
Einstein field equations must also satisfy the additional divergenr,e conditions (T1al~ - T1Pla)11 = o. 
Con~ersely, under quite general assumptions these ten conditions on the source, T up, dictate the 
metnc-matter connection proposed by Einstein. 

1. INTRODUCTION 

IN the conventional derivation of the gravitational 
field equations, one begins with the Lagrangian 

density L = (-g)!(R + 4X - KT), and demands 
that the action int.egral be stationary with respect 
to variations in the g ",p. As is well known, one 
arrives at Einstein's coupling of the metrical field 
to the matter field 

R",p - !gapR + Xg",p = KT",p. (1) 

In virtue of these field equations, the contracted 
Bianchi identities imply that the divergence laws 
Ta P

ltJ = 0 are automatically satisfied, this fact being 
a prime motivation for the choice of the field 
equations. 

One might then ask: are the divergence laws 
T",{JIP = 0 the only conditions on the matter tensor 
T ",tJ implied by the explicit structure of RatJ and 
the relation (1)? The answer to this question turns 
out to be negative. Indeed, we find that in addition 
to the four equations 

(2) 

the matter tensor must also satisfy the six equations 

(3) 

In a flat space these last equations are trivially 
satisfied because of the conservation laws 

aT"! a/ax"! = 0, (4) 

and the commutative nature of differentiation 

(T"! "IP - T"!P'a)'"! = 
a2T"! a a2T'YtJ 

ax'Y axP ax"! ax" 

a2T'Ya a2 T'Y P 
= O. (5) 

axP ax'Y ax'" ax'Y 

* Supported in part by the U. S. Air Force, through the 
Air Force Office of Scientific Research, Contract AF 49(638)-
388. 

t NSF Cooperative Fellow, September 1961-June 1962. 

However in a curved space, Eqs. (3) are found to be 
satisfied as a consequence of the Einstein equations. 

In the case of a flat space, we have freedom to 
perform a linear coordinate transformation without 
altering the physical content of the equations. As a 
consequence, we can derive the divergence laws (4), 
which we write symbolically as V' T = 0, and 
which express the conservation of energy and 
momentum. In the more general case of a curved 
space, the freedom to perform a coordinate trans­
formation reduces the ten components of TaP to 
six independent components. 

The second set of Eqs. (3), which we might 
write symbolically as V' V x T = 0, imposes an 
additional six constraints on the tensor T atJ, and 
as we shall see, serves to identify it as the source 
of the metrical field. What physical invariance 
principle is associated with this divergence condition 
is not clear, for, as remarked previously, these 
divergence conditions are trivially satisfied in a 
flat space. It should, however, be emphasized that 
V' V x T = 0 is decidedly nontrivial in a space 
for which Ra'Yap ;z" 0 and their validity is in fact 
intimately associated with the Einstein field equa­
tions. The fact that these additional divergence 
conditions constitute six equations, and, in the case 
of flat space, follow from the conservation of 
energy-momentum, suggests a formal similarity 
with the conservation of angular momentum. 

II. PROOF OF \1. \1XT = 0 

We shall now establish the following theorem: 

Theorem I: If TaP is related to the metric by KTap = 
RatJ - tgatJR + Xg ap, where K and X are constants, 
then T aP

1fJ = 0 and (T'YaIP - T-Y~la)i'Y = O. The 
conditions T aP

1fJ = 0 follow from the contracted 
Bianchi identities, as is well known. To establish 
the second identity, it is instructive to inspect the 
formal properties of the tensor 

(6) 

731 
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which has the algebraic symmetries 

Aafh + Aa"Y~ = 0, 

Aah + Aha + A"Ya~ = O. 

The vector which we can form by contraction, 

(7) 

T = T a 
a, (8) 

has the form A~ = -aT/ax~ since T~a'a = 0 and 
therefore the curl vanishes: 

A"YI~ - A~I"Y = O. (9) 

Next we make use of the fundamental identity 

TafJl"Y'O - Ta~lol"Y = Tu~R'aoyo + Ta.Rup"yo, (10) 

which expresses the noncommutativity of covariant 
differentiation. On contracting this expression, we 
have 

T/I~lo - T/IOI~ 
= -T /IOI~ = T/Ru a~o + T auRu

o, (11) 

where we have put R U
o = RU~fJu. From (11) and the 

definition of Aoy afJ, we find 

AfJaolfJ = AalD - A"a + TouRu a - RouTua 

- TufJ(Rua~o - R uofJa )' (12) 

But TUfJ(Rua~o - Ruo~a) = TufJ(Rua~o + R ulafJ) = 
TUPRufJao = 0 in virtue of the symmetries of T afJ 
and Ra~oyo. Consequently, using (9), (12) becomes 

A~aOl~ = T .. Rua - RouTua, (13) 

so that (T~alo - TfJOla)l~ = 0 follows from the 
Einstein equations since (1) implies that RaP and 
T afJ commute. Hence we have Theorem I. 

III. THE EINSTEIN EQUATIONS 

It is interesting and natural to ask if the ten 
conditions on the matter tensor V· T = 0 and 
V· V x T = 0, imply the Einstein equations (1). 
We find that the Einstein equations and the ten 
divergence conditions are not in general coimplica­
tive without the introduction of an additional 
assumption. 

The Assumption of Locality: A relation between 
a matter tensor T a~ and a metric tensor ga~ is 
called local if TaP at a point P can be expressed 
in terms of the metric tensor in an arbitrarily small 
neighborhood of P. We now assume that all phys­
ically meaningful matter tensors are locally related 
to the geometry. 

In this context one should recall a theorem due 
to Cartan,' which states that if a symmetric tensor 

1 E. Cartan, J. Math. 87, 141 (1922). 

T a~(x) depends only on the metric up to the second 
derivative of the metric at the space-time point 
x is linear in the second derivative and has vanishing , 
divergence, V· T = 0, then it is related to the 
metric tensor by the Einstein equations (1) for a 
general Riemannian geometry. We however shall 
make no condition on the specific nature of the 
relation between T a~ and ga~, for this is the formal 
role that the six conditions V· V x T = 0 play. 
We shall consequently prove: 

Theorem I I: If we demand that in every Riemannian 
geometry the symmetric stress-energy tensor T a~ must 
satisfy the divergence laws V· T = 0, V· V x T = 0 
and the relation between T a~ and the metric satisfies 
the assumption ot locality, then this relation must be 
the system of Einstein equations, KT a~ = Ra~ -
!gafJR + Aga~, where A and K are constants. 

We have seen that the six divergence conditions 
V· V xT = 0 and the condition V·T = 0 imply 
that T afJ and RaP commute, or equivalently, 

(14) 

where we have introduced Ga~ = RafJ !gafJR. 
The G / satisfy the contracted Bianchi identities 

(15) 

At any given point x, we may assume without loss 
of generality that G / has distinct and nonzero 
eigenvalues, where we mean by eigenvalues those 
numbers A which solve the determinental condition, 
det IG/ - M/I = 0, with G/ evaluated at x. 
We now introduce a local Minkowski coordinate 
system at x so that G / is diagonal in this coordinate 
system and has the values g a along the main diag­
onal. Then (14) implies that we can write 

T/ = vOg/ + v1G/ + v2Ga OYG/ 

+ v3G", "YG/G/, (16) 

where the Vi are scalars. This we see from the fact 
that (14) implies that at x, the coordinate trans­
formation that diagonalizes G / with values g a along 
the main diagonal, also diagonalizes T / with 
values ta along the main diagonal. From Lagrange's 
interpolation formula we then know that there exists 
a polynomial P(y) = VO + v'y + v2y2 + V3y3 such 
that P(y) takes the values ta at the points y = ga, 
or ta = VO + v'ga + v2 (ga)2 + v3(ga)3, which is 
Eq. (16) in this particular coordinate system. But 
since (16) is a tensor equation, it is true in all 
coordinate systems. 

We next impose the four divergence conditions 
V·T = 0 on (16): 
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(VOg/ + v'G/ + v2Ga 'YG/ 

+ v3Ga 'YG/G/)Ifl = 0, (17) 

which are four partial differential equations for the 
four unknown scalars vi(x). It is not in general true 
that we must pick v2 = v3 = 0 and va, v' constants 
unless we invoke the assumption of locality, which 
from (16), we see implies that the v'(x) depend 
only on the g afl in the neighborhood of x since 
Tall(x) is to depend only on gail in the neighborhood 
of x. 

We now ask what are the solutions v'(x) of (17) 
which are consistent with locality? We write (17) as 

(18) 

where A ao = A a, = 0, 

B/o = g/, (19) 

and we have used the fact that G/ 11l = o. The 
coefficients, Aan B/ i , of Eq. (18) are specified 
once the geometry is given. Equation (18) is a 
first-order partial differential equation for the Vi (X) 
so that we may appeal to an initial-value formulation 
in our inquiry concerning solutions. 

We may choose the geometry so that the 4 X 4 
matrix B a ° i is nonsingular, and hence solve (18) 
for avi/axO: 

(20) 

Now, if on the hypersurface Xo = 0 we specify 
the initial values Vi(Xl' X2, X3, Xo = 0), then by the 
initial-value formalism we can construct a solution 
Vi(X

" 
X2, X3, xo). On some other hypersurface defined 

by Xo = a > 0, this solution takes the values 
vi(x" X2, X3, Xo = a), and at the space-time point P 
for which x, = b" X2 = b2, X3 = ba, Xo = b > a > 0, 
the solution takes the value vi(b

" 
b2, ba, b). 

N ow let us slightly change the geometry in the 
region of space-time R between the hypersurfaces 
Xo = 0 and Xo = a, by giving the metric a small 
perturbation, g all ~ gall + og afl. This perturbation 
is chosen so that it vanishes outside of the region R; 
in particular, the geometry in the neighborhood of 
P is unchanged. Let us assume that changing the 
geometry in R induces a change in the solutions 
vi(x) ~ v\x) + ovi(x) in R. If we now specified 
the same initial values Vi(XI' X2, X3, Xo = 0) on the 
hypersurface Xo = 0, the solution will now in general 

take a new value i/(X" X2, Xa, Xo = a) on hyper­
surface Xo = a since the geometry in R is altered. 
By the initial-value formalism, however, the value 
of the solution at P depends on the value of the 
solution on the hypersurface Xo = a and the geometry 
in the space-time region between Xo = a and 
Xo = b > a. Since the geometry in this region is 
assumed not to have changed, vi(b" b2, ba, b) will 
depend only on the value of the solution at Xo = a, 
and since this has changed, vi(b

" 
b2, b3, b) will 

in general be different. This, however, violates the 
assumption of locality for we see that vi(b" b2, ba, b) 
depends on more than the geometry in the neighbor­
hood of P; in fact it depends on the geometry in R. 
Consequently, we must have that ovi(x) = 0 in R 
for an arbitrary og all in R. What does this imply 
about the possible solutions vi(x) in R? 

For a small change in the metric in R there will 
be a small change in G/ and G/1'Y: 

gall ~ gall + oga/l, 

G/~G/ + oG/, (21) 

so that the coefficients A a i and B / i are also changed; 

Aai ~ Aai + OAai, 

B/i ~B/i + OB/i. 
(22) 

From the differential equation (18), we see that in R, 

3 ( i Il aV
i
) 

= - L Aai ov + Ba , 0 -fl . 
i-O ax 

(23) 

We have previously seen that the assumption of 
locality requires that, in general, we must have 
ov i = 0 in R, and hence also o(avi/axfl) = 0 in R. 
Applying this result to Eq. (23) we have 

a ( i Il aV
i
)_ L OAaiV + oBa i fl - o. 

i-O ax 
(24) 

N ow consider any space-time point W in R, and 
chose the variation in the metric so that at the 
point W 

o(agall/ax'Y) = 0, 

O(a2 gafl/aX'Y ax") = 0, (25) 

and hence oG,/ = 0 since oG,/ is formed only from 
the expressions (25). From the expressions (19) for 
the coefficients A ai and B'/i we have that at W 
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OB/i = 0, oA"o = 0, OA"l = 0, 

oA"z = G"I ~ oG" "II~' 

OA"3 = G/ o(G", 'YG/)IP 

= G/G/ oG", 'Y11l + G/G" 'Y OG/Ill' 

(26) 

For convenience, we shall introduce Riemannian 
coordinates in R and set the origin of these co­
ordinates at w. It is a well-known property of 
Riemannian coordinates that at the origin of co­
ordinates, the Christoffel symbols all vanish, 
r!1l = 0, and in virtue of (25), or:1l = 0. Moreover, 
the covariant derivative has the same value as the 
ordinary derivative at the origin so that one finds 
for oG" 'Y11l at Wexplicitly, 

(27) 

Let us choose 0(a3g"T/ax6axllax') at W so that 
oA"z = G/oG" "I III = 0 for our geometry. This can 
be done so that oA all ;t. 0 at W as we see from the 
expressions (26): 

OA"2 = G/ oG" "I III = 0, 

OA,,3 = G/G/ oG" "II~ + G" "I OA'Y2 (28) 

= G/G'Y 6 oG" 'Y11l ;t. o. 
For example, if we pick our geometry and our 
variation at W so that all oG" 'Y11l vanish except 
oGo

l
ll = -Goo and oGoolo = GIl ;t. Goo, and have 

G/ diagonal at W, then one finds that OA"2 = 0, 
OA ,,3 ;t. o. Using Eqs. (28) and (26) for the variations, 
Eq. (24) now reads v3 OA ,,3 = 0, since all other 

terms vanish at Wand hence v3 = 0 at W. But 
W was chosen arbitrarily, so that we must have 
v3 (x) = ° throughout R. 

Using the fact that v3 (x) = 0, we can iterate 
the above demonstration, again choosing the varia­
tions so that (25) holds at W. However this time 
we can choose 0(a3g"T/ax6axllax') so that OA"2 ;t. 0 
at W, so that the differential equation (24) reads 
v20A"z = 0, and hence we must have v2(x) = 0 
throughout R. 

With the knowledge that lex) = VZ(x) = 0, 
we now pick our variations so that og"ll = 0, 
O(agall/ax'Y) = 0 at W, but o(aZg,,~/axTax'Y) ;t. 0 
at W so that oG"Ii ;t. o. Equation (24) then implies 
that (avl/axli) oGIl

" = ° at W so that for a non­
singular matrix oGIl" we must have avl / axil = 0 
in R, and therefore the only possibility is vl(x) = 
constant. Finally, since v3(x) = VZ(x) = 0, and 
v1(x) = constant, Eq. (23) reads (avO/axB)og"ll = 0, 
and for nonsingular og all at W, we must have 
a,.-//ax8 = 0 in R, and hence VO(x) = constant. 

We have shown that the assumption of locality 
implies that the only possible choice of scalars 
vi(x) is va = V

Z = 0, and Vi and v2 constants. Apply 
this result to (16) and let A = VO I Vi and K = 1/v\ 
we then have the Einstein equations 

KT/ = G/ + Ag/ (29) 

as the only relation between T "Il and the metric­
satisfying locality, and V' T = 0, V' V x T = 0, 
for an arbitrary Riemannian space. This concludes 
the proof of theorem II. 
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Fermi coordinates, where the metric is rectangular and has vanishing first derivatives at each 
point of a curve, are constructed in a particular way about a geodesic. This determines an expansion of 
the metric in powers of proper distance normal to the geodesic, of which the second-order terms are 
explicitly computed here in terms of the curvature tensor at the corresponding point on the base 
geodesic. These terms determine the lowest-order effects of a gravitational field which can be measured 
locally by a freely falling observer. An example is provided in the Schwarz schild metric. This dis­
cussion of Fermi Normal Coordinate provides numerous examples of the use of the modern, co­
ordinate-free concept of a vector and of computations which are simplified by introducing a vector 
instead of its components. The ideas of contravariant vector and Lie Bracket, as well as the equation 
of geodesic deviation, are reviewed before being applied. 

I. INTRODUCTION 

I N 1922 Fermi showed! that, given any curve in 
a Riemannian manifold, it is possible to introduce 

coordinates near this curve in such a way that the 
Christoffel symbols vanish along the curve, leaving 
the metric there rectangular. Several developments 
of this idea followed. One was a generalization2 of 
the theorem to a manifold with a symmetric affine 
connection r,,/, but without necessarily assuming 
any metric structure. A second development was 
an inquiry which showed that in general no co­
ordinates exist for which r ,,: = 0 on surfaces of 
dimension greater than one, and which developed 
criteria for the special situations where this was 
possible. 3 A third variation of Fermi's idea is the 
set of coordinates based on an arbitrary curve 
which Synge4 calls Fermi coordinates. Here one 
allows a few nonzero Christoffel symbols, although 
retaining a rectangular metric, for the advantage 
of making the curve become an axis of the coordinate 
system. These coordinates, as Synge shows, form a 
nonrotating system in a natural physical sense for a 
(not necessarily freely falling) observer in a gravita­
tional field. 

* Based in part on a Ph.D. Thesis by F. K. Manasse, 
Princeton University, 1961. 

t Communications Development Training Program Fellow 
from Bell Telephone Laboratories. 

t Alfred P. Sloan Research Fellow. 
! E. Fermi, Atti Acad. N az. Lincei Rend. C1. Sci. Fiz. 

Mat. Nat. 31, 21, 51 (1922). 
2 L. P. Eisenhart, Non-Riemannian Geometry, (American 

Mathematical Society Colloquium Publications, New York, 
New York, 1927), Sec. 25. The Fermi normal coordinates 
developed in the present paper are also defined in (symmetric) 
affine spaces, and all our results which can be stated in affine 
spaces are valid there. The proofs are obtained by replacing 
every set of orthonormal vectors by a set of linearly in­
dependent vectors. 

3 L. O'Raifeartaigh, Proc. Roy. Irish Acad. A59, 2 (1958). 
• J. L. Synge, Relativity, The General Theory (North­

Holland Publishing Company, Amsterdam, 1960). 

In this paper we consider not a modification or 
generalization of Fermi's idea, but a specialization 
and particularization of it. We specialize to the case 
where the curve in question is a geodesic, and we 
choose a particular set out of the many coordinate 
systems which satisfy his r ",' = 0 condition along 
this geodesic. The resulting coordinates we call 
Fermi normal coordinates because of an analogy to 
that particular choice of the many coordinates 
satisfying r ",' = 0 at a single point, called Riemann 
normal coordinates,6 which in addition gives the 
series expansion 6 

ds2 = {1)", + !R",,~,xax~ + O[(X)3]} dx" dx·. (1) 

The primary mathematical contribution of this 
paper is to compute the quadratic terms of a cor­
responding expansion in Fermi normal coordinates 
[see Eqs. (66)]. In this case the expansion parameter 
is the geodesic distance normal to the given geodesic; 
the expansion is valid for a limited region of space, 
and for all time. Thus, Fermi normal coordinates 
provide a standardized way in which a freely falling 
observer can report observations and local experi­
ments. In 'particular, the quadratic terms of the 
metric, which we compute in terms of the curvature, 

6 See, for example, L. P. Eisenhart, Riemannian Geometry, 
(Princeton University Press, Princeton, New Jersey, 1926). 

• Here 'YI". = diag (-1, 1, 1, 1) is the Lorentz metric. 
We shall use Greek indices for space-time (IL, v, etc. = 0, 1, 
2, 3), while Latin indices give components along spatial axes 
(i, j, etc. = 1, 2, 3). Our sign conventions for the curvature 
tensor are 

R,,'a{J = aar,,'~ - a~r,,'a - (r,,"ar.'~ - r,,"pr.'a), 
and 

R". = R,,"a,' 
The Riemann tensor convention corresponds to Cartan's 
definition (reference 13) of the curvature forms 0,,' = 
!R,,' ap dx a dxfJ in terms of the connection forms 

WJ.I.'1 = rJ.l.'a d,xa, OJ.l."P = dw,/ - cxp.tI W(T·' 

which definition is also valid in orthogonal (or other non­
holonomic) frames. 

735 
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determine the effects of gravitational field gradients 
upon experiments done in a freely falling elevator. 

The procedure for constructing Fermi normal 
coordinates, which is given in Sec. II, is a variation 
of the standard procedure for constructing Riemann 
normal coordinates. It is also a special case of the 
procedures used by Levi-Civita7 or Synge4 to 
construct (inequivalent versions of) Fermi coor­
dinates about an arbitrary, nongeodesic, curve. The 
present paper is very closely related to Levi­
Civita's, since it discusses some of the same topics, 
but in inverse order. Levi-Civita, in the paper in 
question, developed for the first time the equation of 
geodesic deviation and used Fermi coordinates as a 
technique for simplifying this equation to display its 
properties more clearly. In contrast, our primary 
interest is here in the Fermi coordinates, but we 
shall use the equation of geodesic deviation as a 
device for studying the properties of Fermi co­
ordinates and for computing the metric tensor in 
these coordinates. 

The major part of the present paper is devoted 
to studying properties of the Fermi normal co­
ordinates constructed in Sec. II. In Sec. IV we show 
that this construction leads to a nonsingular 
coordinate system in a neighborhood of the given 
geodesic, and in Sec. V we show that these co­
ordinates satisfy the Fermi conditions 

g~.lo = 'YJ~" 

rp''./o = 0, 

(2) 

(3) 

along the given geodesic G. In these discussions, 
as well as in later examples, it is useful to have 
unambiguous ways of indicating a vector without 
specifying a coordinate system, and of displaying its 
components in different coordinate systems without 
confusion. These notations, based on the idea of a 
tangent vector as a differentiation, are reviewed in 
Sec. III. This idea of a vector is also used in Sec. VI 
where we review the equation of geodesic deviation 
in order to see precisely what vector satisfies it. 
Then, in Sec. VII, we note that certain vectors 
occurring in the construction of Fermi normal 
coordinates must satisfy the equation of geodesic 
deviation; using this fact we evaluate the quadratic 
(curvature) terms in the expansion of the metric 
analogous to Eq. (1). Finally, Sec. VIII is an 
example, where, starting from the Schwarzschild 
metric in standard Schwarzschild coordinates, we 
evaluate the metric in Fermi normal coordinates 
surrounding a radial timelike geodesic. This rep­
resents this metric in a rest frame of a particle 

7 T. Levi-Civita, Math. Ann. 97, 291 (1926). 

of negligible mass freely falling toward a large 
central mass. In the following paper,8 this serves as 
a starting point from which to compute the metric 
surrounding a finite but small mass falling radially 
toward a large central mass, a particular case of 
the two-body problem in general relativity. 

The paragraphs of mathematical "review" (Secs. 
III and VI), although they contain nothing new or 
original, are not considered by the authors as the 
least important part of this paper. Most physicists, 
even those very familiar with general relativity, 
continue to use the same definition of a vector as 
did Einstein, in spite of the considerable progress 
by mathematicians in the intervening half century. 
A particularly careful statement of this definition 
by Synge and Schild9 gives a precise meaning to 
the sentence "The quantities vP are components 
of a contravariant vector" without finding it worth 
the trouble to write a sentence of the form "a 
contravariant vector is a ... " The end of this 
sentence is, in fact, either rather unhelpful 10 or 
rather longll when it merely elucidates the trans­
formation law definition. The transformation law 
outlook on geometry was an attempt to broaden 12 

the Erlanger Programm viewpoint: (a geometry is 
characterized by invariance under a group of 
transformations) without repudiating it completely. 
The more geometrical approach to geometry, based 
on an intuition rooted in the classical studies of 
curves and surfaces in Euclidean three space, was 
hampered for a time because its most powerful 
computational techniquesl3 employed elements 
which were defined only by their intuitive signif­
icance. As a consequence, many demonstrations 
were clear only to mathematicians with sufficient 
intuition. 13 This difficulty was eliminated by 
Chevalley l4 who gave new definitions of tangent 
vectors and differentials, providing them with a 

8 F. K. Manasse, J. Math. Phys. 4, 746 (1963) (following 
paper). 

9 J. L. Synge and A. Schild, Tensor Calculus (University 
of Toronto Press, Toronto, 1952), Sec. 1.3. 

10 T. Y. Thomas, The Differential Invariants of Generalized 
Spaces (Cambridge University Press, New York, 1934,) p. 30. 

11 N. Steenrod, The Topology of Fibre Bundles (Princeton 
University Press, Princeton, New Jersey, 1951), Sec. 6.4. 

12 O. Veblen and J. H. C. Whitehead, The Foundations 
of Differential Geometry, (Cambridge University Press 
New York, 1932, reprinted 1953), Sec. 16. ' 

13 E. Cartan, Leqons sur la g~om{;trie des espaces de Riemann 
(Gauthier-Villars, Paris, 1951). 

14 C. Chevalley, Theory of Lie Groups. (Princeton Univ­
ersity Press, Princeton, New Jersey, 19·16), p. 77. A definition 
suitable for differentiable, rather than analytic, manifolds 
can be found in reference 15 or in H. Flanders, Trans. Am. 
Math. Soc. 75, 311 (1953). A definition of differentiable 
manifold which parallels Chevalley's for the analytic case is 
given by de Rham, Varietes Differentiables (Hermann et Cie., 
Paris, 1955). 
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clear formal structure compatible with their intuitive 
significance. These definitions are now also available 
in introductory texts. 15 

In Sec. III and subsequently we use this definition 
of a contravariant vector as a tangent to a curve. 
Since a curve is easily thought of in a coordinate­
independent way as a moving point pet) in the 
manifold, this approach can avoid all mention of 
coordinates in defining a vector. A theoretical 
physicist should not be surprised that the tangent 
to a curve pet) is conceived of as the generator 
of infinitesimal translations along the curve and, 
hence, denoted by a/at. 

II. CONSTRUCTION OF FERMI NORMAL 
COORDINATES 

Conditions (2) and (3), which Fermi coordinates 
satisfy, state that to the maximum extent possible 
one desires space in the neighborhood of some 
given geodesic G to look like flat space in rectangular 
coordinates. As motivation for the construction 
which will be given in this section, we suggest that 
a plausible way to try to achieve this is to use as 
many "straight" lines (geodesics) as possible in 
laying out the coordinates. What follows now is 
merely a recipe which purports to construct a 
coordinate system; the proof that it does so (i.e., 
that the coordinates constructed by this recipe are 
non-singular) is deferred to Sec. IV. That Eqs. (2) 
and (3) are satisfied is not shown until Sec. V. 

In order to uniquely specify a set of Fermi normal 
coordinates it is necessary to choose arbitrarily a 
point Po to be the origin, and an orthonormal set 
of vectors eo, e l , e2 , and e3 at Po to fix the coordinate 
axes there. The first step in the construction is then 
to solve the geodesic equation and obtain that 
unique geodesic G which starts at Po with tangent 
eo there. We will describe the geodesic G by the 
equation 

P = h(T). (4) 

The condition that G "starts at Po" is just 

Po = h(O) , (5) 

and does not imply that we refuse to consider 
negative values of T. 

Because G is a geodesic, its tangent at any two 
points on G is related by parallel displacement along 
G. At Po, the tangent was eo, which we now call 
eo(O), while eo(r) will mean the tangent to G at 
P = her). Similarly, we can define ei(r) for i = 1,2,3 
as vectors at h(r) obtained by parallel displacement 

15 T. J. Willmore, An Introduction to Differential Geometry 
(Clarendon Press, Oxford, England, 1959), Chap. 6, Sec. 2. 

FIG. 1. Fermi normal coordinates are determined by a 
reference point Po and an orthonormal reference frame 
e~ there. The time axis G of the coordinates is the geodesic 
h(T) tangent to eo at Po. The point P(X"), with given Fermi 
normal ~oordinates X", is found by first following G for a 
proper time T = xo, and then following a certain orthogonal 
geo.desic at a proper distance s = [(Xl)' + (x')' + (x 3 )']!. 
ThIS second spacelike geodesic h(xO, xis-I, A), is chosen 
by requiring that for A = 0, where it crosses G, its tangent 
has direction cosines X is-1 relative to the base vectors e, 
carried by parallel transport along G from Po. 

along G of the vectors e i = ei(O) given at Po = h(O). 
The prescription for locating the point P whose 

Fermi normal coordinates are x" can now be given. 
We assume for simplicity that eo is a time like 
vector and ei are spacelike. Then given x", we 
construct at the point h(xO) [i.e., along G at r XO] 
the unit vector 

v = aie,(xO) , (6) 

whose (spatial) direction cosines a i are 

a' = xi/s, (7) 
with 

S2 = (X i )2 == (X I)2 + (X2)2 + (X3)2. (8) 

There is then a unique geodesic 

P = h(xO; a i
; A), (9) 

with path parameter A which starts at h(xO) and 
is tangent to v there. The point P(x") with Fermi 
normal coordinates x" is found by proceeding along 
this geodesic a proper distance s, i.e., 

P(x") = h(xO; a i
; s). (10) 

This prescription is summarized in Fig. (1). When 
points P are represented by their coordinate values 
y"' (P) in some coordinate systeml6 in which the 

16 Since we think of the metric or any other tensor as an 
object which is independent of our choice of coordinate 
system, we prefer that the indication of the particular co­
ordinate system to which a set of tensor components g~, 
refers be placed on the component (mdex) part of the symbol 
rather than on the tensor part. Thus g", and g~,., are compo­
ne~ts of the same met~c teJ?-sor in two coordinate systems, 
whIle, should the occasIOn anse, g~, and g'", might represent 
two different metrics in a single coordinate system. See also 
the transformation laws of Eqs. (40) and (76). 
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metric components g",., (ya) are known, the con­
structions which we have prescribed lead to the 
relationship (10) with the point P(x") given in 
terms of its coordinates y" as y" (x"). These func­
tions y" (x") specify the coordinate transformation 
between the arbitrary coordinates y., and the Fermi 
normal coordinates x". We have not needed to 
mention these arbitrary initial coordinates y"' while 
prescribing the construction of the Fermi normal 
coordinates x", and have avoided doing so to 
emphasize the fact that the point P(x") correspond­
ing to given values of x" is independent of the 
coordinate system y"' in which the computations 
may have been performed. 

III. TANGENT VECTORS AND LIE BRACKETS 

In the preceding construction of Fermi normal 
coordinates, the vectors which appeared were all 
used as tangents to curves. We want to recall here 
that all contravariant vectors can be thought of as 
tangents to curves and identified with the derivative 
with respect to the corresponding curve parameter. 

Given a curve y"(t) in some coordinate system y", 
the tangent vector 

t" = dy" /dt (11) 

is clearly a contravariant vector, and can be used 
to compute derivatives a/at along the curve y"(t) 
by the rule 

af = df(y"(t» = dy" j1. == t"f . (12) 
at - dt dt ay" ." 

. t t field 17 Conversely, given a contravanan vec or 
t"(ya), we can solve the ordinary differential equa­
tions 

dy" / dt = t"(ya(t» (11) 

to obtain curves y"(t) with tangents t". 
The advantage of thinking of contravariant 

vectors t" as tangents to curves is that this helps 
us find a concrete mathematical object we can 
identify with the abstract vector t whose components 
t" appear in our computations. This object is the 
operation of differentiation along the curve whose 
tangent is t. That is, we write 

t == a/at. (13) 

The right-hand side of this identification is an 
operation which can be described in a coordinate­
independent way. The tangent, t or a/at, to a curve 

17 A vector t" given only at a point, or along a curve, etc., 
can always and in many ways be considered part of a vector 
field by arbitrarily defining t"(ya) at other pomts. 

pet) is the operation on scalar functions f(P) defined by 

af(p)/at == dt(P(t»/dt, (14) 

i.e., by inserting the equation of the curve and 
taking an ordinary derivative. Since the operator 
a/at is applicable to all scalar functions, it can be 
applied in particular to those four scalar functions 
y"(P) we may be using as coordinates: 

(15) 

In this way one can recover the compfments t" from 
the vector a/at. Conversely, writing Eq. (12) in 
the form 

t == a/at = r a/ay", (16) 

we construct the contravariant vector a/at from a 
knowledge of its component t". Equation (16) shows 
a/at as a linear combination, with coefficients t", 
of four contravariant base vectors a/ay". These base 
vectors are tangents to the coordinate lines, e.g., 
a/ayo is the tangent a/at to the curve yO = const, 
yO = t. We have frequent use for Eqs. (15) and (16) 
in what follows. In particular, Eq. (16) provides a 
method of displaying the components of a vector 
which simultaneously reminds us what coordinate 
system is being used and is, in this respect, superior 
to a statement of the form t = (to, t\ t2

, t3
). We 

also find it convenient to be able to designate the 
components of a vector in several different ways, 
and thus write 

(a/at)" = (t)" = t" = ay"/at. (17) 

Although we represent contravariant vectors t by 
the partial derivative symbol a/at, it is not always 
possible to think of several vectors simultaneously 
as having the properties of standard partial deriva­
tives. 18 In particular, consider the commutator of 
two tangent vector fields u == a/au and v == a / av: 

a (at) a (at) [u, v]f == au av - av au . (18) 

Since v is a field, at / av is a function and can be 
subsequently differentiated along a curve tangent 
to u. Thus the right-hand side of Eq. (18) is well 
defined, and evidently does not depend on the 
coordinates used to evaluate it. If we do pick a 
coordinate system, e.g., at/av = v" at/ay", Eq. (18) 

18 A single vector a/at differs from a partial derivative 
by the possibility of vanishing; e.g., the tangent to a constant 
curve pet) = Po is the zero vector (a/at) = 0, since af/at = 
df(Po)/dt = ° for all functions f. However, in regions where 
a/at ~ 0, coordinates can be introduced so that a/at = a/aye 
is a conventional partial derivative. 
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reads 

( • av" • au") af [u, v]f = u - - v - -
ay' ay' ay"' 

(19) 

or 

[u v] = (v" u' - u~ v') ~. 
, ,Ii' •• " ay 

(20) 

As a linear combination of the base vectors ajayp, 
the object [u, v] evidently is itself a contravariant 
vector, called the Lie Bracket of u and v. Its compo­
nents are displayed in Eq. (20). In case (as in this 
paper) a covariant derivative is defined, Eq. (20) 
can be rewritten as 

(21) 

since the symmetry of the r:. = r;" lets them 
cancel here in any case. 

We most often wish to use Eq. (21) in the case 
where we know [u, vJ = O. This is true whenever u 
and v can be thought of as tangents to coordinate 
lines in a surface. That is, let P(u, v) be the equation 
of a "surface" parameterized by u, v, and let u = 
a/au be the tangent to lines of constant v in this 
surface, and similarly v = a j av is tangent to lines 
of constant u. Then [u, v] can be evaluated from 
Eq. (18) by setting f = f(P(u, v» on the right­
hand side. The derivatives are then standard partial 
derivatives which commute, so [u, v] = 0.19 [This 
derivation requires only that P(u, v) be a differen­
tiable point-valued function; it actually represents 
a two-dimensional surface only if u and v are linearly 
independent vectors.] 

IV. REGULARITY OF FERMI NORMAL COORDINATES 

According to the construction of Sec. II, Fermi 
normal coordinates are specified in terms of the 
solution 

P = h(T; a i
; A) (22) 

of the geodesic equation describing a geodesic which 
begins (X = 0) at the point 

(23a) 

on the central geodesic G, and whose tangent there is 

(23b) 

As used in Sec. II, the parameters a satisfied 
(a')2 = 1, but we ignore this condition now and 

19 To see that the Lie Bracket does not always vanish 
an example suffices. For the unit vectors eg = 0/00 and 
e., = (sin 0)-1 a/a", on the unit sphere, compute from Eq. (20) 

[eg, e"l =- -cot Oe" ~ o. 

consider all values of the a i
• We first prove that 

h(T; sa'; X) = h(T; a'; sA) (24) 

holds for all s (by rescaling the path parameter X) 
so that Eq. (10) defining Fermi normal coordinates 
may be replaced by 

P(x") = h(xO
; x'; 1). (25) 

This form allows us to verify more easily the dif­
ferentiability of the inverse relationship, x"(P), i.e., 
of the coordinate functions. 

We regard hH and h(T; a'; X) as the point-valued 
function of one and five real variables, respectively, 
computed without regard to any interpretation 
placed on their real-number arguments. (In contrast, 
common usage for real-valued functions dictates that 
f(x a) and f(ya') mean different functions of their 
four real arguments so as to represent the same 
function of points f(P) in two different coordinate 
systems.) Then, to prove Eq. (24) we rewrite Eq. 
(22) in some arbitrary regular coordinate system 
y"' (P) as 

y.' = h·'(T; a i j X), (26) 

The functions hI" are simply the unique solutions 
of the differential equations 

d~h·' .' dh'" dh~' 
dA2 + [r", W].'-h'dA dA = 0, (27) 

which satisfy the initial conditions 

(28) 

and 

(29) 

where y.' = h"' (T) is the central geodesic G. After 
remarking that the differential equation (27) is 
unchanged upon replaeing X by SA, we prove Eq. (24) 
by verifying that, as function of X hI" (T' sa" A) 

I • ' , , 

and hI' (T; a'; sX) not only satisfy the same dif-
ferential equation (27), but also the same initial 
condition. For, each reduces to h·' (T) for A = 0 
and has a first derivative 8a'(ei(T»'" at X = O. 
Thus, by the Uniqueness Theorem2o for solutions 
of differential equations we have 

h"'(T;8a';X) = h"'(Tja';sX), (24a) 

20 See, for example, F. J. Murray and K. S. Miller, Existence 
Theorems, (New York University Press New York 1954) 
Chap. 2, Theor~ms ~, 3; Chap. 3, Theorem 2; Chap. 5; 
Th~orem 6. A dISCUSSiOn of the properties of geodesics from 
whlCh we have borrowed much is found in H. Seifert and 
W .. T~relfall, Variationsrechnu,ng im Gro88en (B. G. Teubner, 
LeIpZIg, 1938), footnote 20, p. 97. 



                                                                                                                                    

740 F. K. MANA SSE AND C. W. MISNER 

which represents Eq. (24) 111 the yP' coordinate 
system. 

The definition of Fermi normal coordinates 111 

Eq. (25) gives now the transformation law 

(30) 

By a standard theorem,20 the solutions of ordinary 
differential equations are differentiable functions of 
the initial conditions, so we have established the 
differentiability of yP' (x"). To show the existence 
of a differentiable inverse relation xP(y"), represent­
ing the coordinate functions xP(P), we must show 
that the Jacobian layp'/ax"l does not vanish. 20 

The condition of a nonvanishing Jacobian is 
precisely the condition that the coordinate axes do 
not collapse, i.e., that the vectors a/ax

p 
be linearly 

independent. For, when we form the components of, 
say, a/axo in the yP' frame, they areayP'/axo, so that 
the determinant formed from the components of the 
four vectors a/ax" is 

(31) 

and J ~ 0 is equivalent to the linear independence 
of these vectors. We prove J ~ 0 by showing that, 
along the central geodesic G, 

(32) 

Then, since ep(r) are orthonormal vectors, they are 
linearly independent and J ~ 0 on G. By continuity, 
then, we have J ~ 0 in some neighborhood of G. 

The basic fact we need in order to prove the 
equation (a/ax")a = e"(r) in the preceding argu­
ment is the description in Fermi normal coordinates 
of the geodesics entering their construction. This is 
also the basis from which we will compute all other 
properties of Fermi normal coordinates. Consider 
then the curve P(A) defined in Fermi normal co­
ordinates by 

XO = r = const, 
(33) 

a
i = const. 

According to Eqs. (25) and (24), this curve is given 
by 

P(A) = her; ail..; 1) = her; a'; A), (34) 

and is, therefore, that geodesic whose tangent a / aA 
is given by Eq. (23b) at the point x' = 0, XO = r 
corresponding to A = O. But the components of 
ajaA can be computed from Eqs. (33), and are 
(a/aA)O = 0 and (a/aA)' = a" so 

a/aA = a' a/ax'. (35) 

Comparing this with Eq. (23b) gives 

(a/ax')xj~O = ei(xO) , (32a) 

since the a' are arbitrary. Similarly, from Eqs. (25), 
(24), and (23a) we see that the curve PH defined by 

(36) 

is given by 

per) = her; 0; 1) = her; 0; 0) = her), (36b) 

and is the central geodesic G whose tangent a / ar 
is eo(r). But the components of the tangent (a/ar) 
are easily computed from Eq. (36) and give 

(a/aXO)xi~O = eo(xO). (~32b) 

To recapitulate, the question of the Jacobian or 
of the linear independence of the a/ax

p
, reduces 

by Eq. (32) to the linear independence of the ep(r). 
But ep(r) are orthonormal, since they are defined 
by parallel displacement of the orthonormal vectors 
e"(O), and parallel displacement preserves inner 
products, 

(37) 

v. THE FERMI CONDITIONS 

We have actually already proven that in Fermi 
normal coordinates the metric is rectangular on G. 
For by definition, the metric components are the 
matrix of inner products of the base vectors, i.e., 

g",(x") = (a/axP). (a/ax') , (38) 

so Eqs. (32) and (37) give 

(39) 

It may, nevertheless, be instructive to see this 
equation arise by applying the tensor transformation 
law to the metric components g"'fI'(Yu') of some 
original coordinate system yU' : 

(40) 

In the central equality here we recalled that 
(ay"'/ax")a are the components of (a/ax")a = ep(xO) 
in the y", frame. 

In order to show that r P ", I a = 0 holds in Fermi 
normal coordinates, we begin by considering the 
consequences of the fact that the curve XO = r, 
x' = a'A, satisfies the geodesic equation 

d2x" P dx" dxfl 

dA2 + r" fI d5: dA = O. (41) 
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Substitution gives 

(42a) 

which holds in particular for A = 0: 

(42b) 

But now the r i / are independent of (Xi and sym­
metric in i and j, while the (Xi are arbitrary, so 

(43) 

To show that the other Christoffel symbols vanish, 
we recall that each of the vectors e,.(r) satisfies 
the equation of parallel displacement along the 
central geodesic XO = r, Xi = 0. In general, to 
parallel displace a vector u along a curve pet), 
one solves the differential equation (linear) 

u""r = du"/dt + Uara"fltfl. (44) 

We may take u to be any of the vectors e.(r) = 
(a / ax') a whose components in Fermi normal co­
ordinates are therefore (e.)" = 0/, and t becomes 
alar = eo = o/(a/ax~)G. Thus, from Eq. (44) we 
obtain 

r/olo = 0. (45) 

Combining Eqs. (43) and (45) gives the second of 
the Fermi conditions, 

r a"fllG = O. (46) 

Since this implies (agafl/aX")O = 0, we have evalu­
ated the first two terms in a Taylor expansion of the 
Fermi normal metric. The quadratic terms, which 
require us to evaluate (a 2ga{Jjax i ax i )o, is computed 
in Sec. VII, after a diversion to review the computa­
tional technique we will use. 

VI. EQUATION OF GEODESIC DEVIATIONC7·21) 

The construction of Fermi normal coordinates 
involves families of geodesics. Let us consider only 
a one-parameter family of geodesics for the present, 
say Pen, s), where for each fixed value at n = no, 
P(no, s) satisfies the geodesic differential equation 
with s as path parameter. The tangent vector 
s = ajas can then be thought of as the generator 
of infinitesimal translations along geodesic n, while 
n = a/an is the generator of infinitesimal transla­
tions along a curve pen, so) connecting corresponding 
points (same value of s) on adjacent geodesics. 
Along a fixed geodesic, n cannot vary arbitrarily, 
since the adjacent geodesic can be determined by 

21 For physical applications see F. A. E. Pirani, Acta 
Phys. Polon. 15, 389 (1956); Phys. Rev. 105, 1089 (1957); 
and J. Weber, General Relativity and Gravitational Waves 
(Interscience Publishers, Inc., New York, 1961), Chap. 8. 

only two points lying on it. These restrictions on 
n are expressed by the equation of geodesic deviation 
which is a differential equation satisfied by n along 
each geodesic, i.e., as a function of s. 

To derive the equation of geodesic deviation, we 
begin with the geodesic equation in the form9 

os/os = 0, (47) 

where 0/ os is the covariant derivative along s. 
This is, of course, just an abbreviation for 

s""s' == ds"/ds + S"Ta"fll = 0, (48) 

but the more compact notation lets us outline the 
derivation without computations. Since Eq. (47) 
holds for all values of n, we may differentiate it 
to obtain 

o~ (~~) = 0. (49) 

As the difference of two geodesic equations, this 
should be an equation for the difference vector n, 
that is, n should appear differentiated, rather than 
as a derivative. The relationship which achieves 
this is Eq. (21) which can be written 

o = [n, s] == os/ on - on/os. (50) 

[The Lie bracket [n, s] vanishes since nand s 
parameterize the surface Pen, s).] Before this relation 
can be employed in Eq. (49), however, the covariant 
derivatives must be written in the opposite order, 

° _ ~ (os) _ ~ (os) + {~~ _ ~ ~}s 
- on os - os on on os os on ' (51) 

or 

02n/os2 + [0/ on, %s]s = 0. (52) 

\Vhen the commutator22 of covariant derivatives 
here is expressed in terms of the curvature tensor, 
this Eq. (52) is the equation of geodesic deviation. 
The computation is 

{[ 0/ on, 0/ os]s I" = (s", as a) 'flnfl - (s" 'flnfl) , asa 

(53) 

22 The entire derivation may be regarded as a process 
of evaluating the commutators whieh relate Eq. (49) in the 
curious form 

o o(a)_o on as as -
to an equation whose leading term is 

o2n oo(a) 
os' = as as an . 
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where we again use [n, s] = 0. Thus, we find for 
the equation of geodesic deviation 

f/nP / ol + (saRaP ,pl)n' = 0. (54) 

Let us briefly outline the principal properties of 
this equation. It is a second-order, linear, ordinary 
differential equation for n as a function of s. In addi­
tion to the trivial solution n = 0, it also obviously 
has the solution n = s. A perhaps not so obvious 
solution which can, however, be easily verified is 
n = ss. The solution n = (A's + B')s (where the 
adjacent geodesics coincide with the original one 
but are parameterized differently) clearly satisfies 

n·s = As + B, (55) 

where A and B are constants [A A'(s·s) while 
s·s = const according to the geodesic equations]. 
We can further show that every solution n satisfies 
Eq. (55) by using the product rule of covariant 
differentiation and the geodesic equation 

osj os = ° to compute 

a2 
P 0

2 
0 (onP) oJnP 

al (spn) = oi (spnP) = os Sp Ts = s" oi 

(56) 

The constant A in Eq. (55) is related to the normal­
ization of the geodesic parameter, for by using the 
Lie bracket relation [n, s] = 0, we find 

o on" os" 1 a 
A = - (8 nP) = s - = s - = - - (s s") (57) osP "os "on 2an"' 

Unless s· s = 0, we can always modify any solution 
n of the geodesic deviation equation, adding terms 
of the form (As + B)s, to obtain a solution satisfying 
n·s = 0. This modification corresponds to a linear 
change in the parameterization of the adjacent 
geodesic, which is of course consistent with the 
geodesic equation. According to Eq. (57) the condi­
tion n· s = ° is consistent with the standard normal­
ization s· s = ± 1 for geodesic parameters. 

VII. QUADRATIC TERMS IN THE FERMI METRIC 

A power-series expansion of the metric in Fermi 
normal coordinates is determined by the derivatives 
(lP";;"'" !a. The linear terms (I", .• !a x' were shown 
to vanish in Sec. V, where we found that on the 
central geodesic G all the Christoffel symbols vanish. 
In this section we will compute the quadratic terms, 
!(lp •. ,i !a x'x', by first computing r/ .. p !a. 

Since the equation r" a. = 0 holds for all X
O at 

x = 0, it may be differentiated with respect to X
O 

to give 

(58a) 

Also using r" a. !a = 0, we note that on G the 
definition of the Riemann tensor6 reduces to two 
terms, and, in particular, from Eq. (58 a) we find 

(58b) 

The remaining derivatives of the affine connection 
are 

r/i.k!a = -iCR/ik + R/,k)!a, (58c) 

as we now show by use of the equation of geodesic 
deviation. Note that this last equation implies a 
symmetry 

r/i.k!a + r/k,,!a + r/i.i!G = 0, (58d) 

peculiar to these coordinates which follows from the 
corresponding "triple symmetry" of the Riemann 
tensor. 

The family of geodesics peA) = h(T; a'; A) used 
in constructing Fermi normal coordinates provides us 
with four vectors, a/aT and a/aa/, which (since they 
generate displacements between adjacent geodesics) 
must each satisfy the equation of geodesic deviation 
as functions of A for fixed T, a' [In contrast, peT) = 
h(T; a'; A) is not a geodesic unless Aa' = 0, so we 
have no family of geodesics with tangents a/aT 
and neither a/aa' nor a/aA satisfies the equatio~ 
of .geodesic deviation as a function of T, even for 
Aa' = 0.] Although there are moderate amounts of 
computation involved in what follows now, the basic 
idea is quite simple. In the geodesic deviation equa­
tion (" 02n + Rn = 0") we insert known solutions 
n = a/aT or a/aa'. At the point A = ° (i.e., on G 
where r /, = 0), the second covariant derivative 
term will reduce to the derivative of a Christoffel 
symbol evaluated on G, and the only other term in 
the equation will be the curvature term so we will 

. ' obtam a formula "a r = R", i.e., Eqs. (58). 
The family of geodesics P = h(T; a'; A) is described 

in Fermi normal coordinates by the equations 

° x = T, (59) 

The components of the deviation vectors n com-
puted using Eq. (17), are then ' 

a/aT = a/axo == 00" a/ax", (60) 

a/aa' = A a/ax' == AO/ a/ax". (61) 

Similarly, the vector s tangent to the geodesic is 

(62) 

We use the components displayed here in the 
geodesic deviation equation (54) which in detail 
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becomes 

(63) 

The case n = alar merely leads to some of Eqs. 
(58b) again, so we treat only the cases n = a/ao/. 
Then dnu/ds becomes d(t..a/)/dt.. = a/, and 

d2nP /dt..2 = O. (63a) 

But, since nP = 'AO/ vanishes for t.. = 0, Eq. (63) 
is trivial on G unless we divide through by t.. before 
setting t.. = O. In order to accomplish this, the 
second term in Eq. (63) can be expanded in powers 
of t..; 

2a/r/;o/ = 2r/;IG (X; + 2t..(:t.. r/;(X;)/G 

can write the Taylor series 

goo = -1 + ROlom/G xlxm + 
go; = 0 + fRolimlG xlxm + 
gij = aj; + iRil;mlG x'xm + 

(66a) 

(66b) 

(66c) 

Here the dependence of the metric on the spatial 
coordinates Xi is shown explicitly, while its depend­
ence on X

O is contained entirely in the curvature 
components which are evaluated at Xi = 0 for 
each xo. 

VIII. AN EXAMPLE 

We compute the Schwarzschild metric to quadratic 
order, as in Eq. (66), in Fermi normal coordinates 
surrounding a radial geodesic. In Schwarzschild 
coordinates, which we will call yP' or T, R, e, q" 

the metric components gp", are displayed in the form 

(64a) ds2 = gp,., dyl" dy" 

Then, at t.. = 0 where r p a. = 0, we obtain from 
Eq. (63) 

= -X dT2 + X-I dR2 + R2 de2 

+ R2 sin2 e dq,2, (67) 
(64b) where 

or 

(r/;.k + r/k • i ) IG = -i(R/'h + R/.i)/G· (64 c) 

This equation can be solved for r/ i . k / G by adding 
to it one cyclic permutation, 

(r;\ .• + r/ •. k)IG = -i(R/;. + R/ik)/G, 

and subtracting another, 

(r/".i + r/; .• )IG = -iCR'\i + R/.k)/G' 

(64d) 

(64 e) 

The result, after using the symmetry of the connec­
tion r / p = r. a p, is just Eq. (58c). 

From the definition of Christoffel symbols, 

we find by differentiation that 

Thus, Eqs. (58) imply that 

and that, for gPP.';/G, we have 

gOk.ii/O = f(Roik• + ROik;)/G, 

gl ... ii/O = iCRilim + Rimil)IG' 

(64g) 

(64h) 

(65a) 

(65b) 

(65c) 

To summarize all the information we have obtained 
about the metric in Fermi normal coordinates, we 

X = 1 - 2M/R. (68) 

To find the equations of a radial geodesic, T(t), 
R(t), with e and q, constant, one may replace the 
geodesic equations by two first integrals; one is 
the normalization of proper time 

(69) 

and the other is a dimensionless energy parameter 

k = XT', (70) 

which yields RCt) by quadratures, and expresses k 
of the metric. (The primes here indicate derivatives 
with respect to proper time t along this geodesic.) 
Eliminating T' gives 

e = X + R,2 = 1 - 2M /Ro, (71) 

which yields R(t) by quadratures, and expresses k 
in terms of the maximum radius Ro along the path, 
where R' = O. The integration gives a cycloid 

R = tRo(l + cosw), 

t = tRo(Ro/2M)!(w + sin w). (72) 

Either R or the cycloid parameter w can be used 
in place of proper time t to identify points on this 
geodesic, and thus serve as a time coordinate in 
the comoving frame. Thus, 

2 dR
2 

Ro R2 ..1 .. 2 

dt = 2M/R _ 2M/Ro = 2M uw • 
(73) 
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After choosing a geodesic, the next step in con­
structing Fermi normal coordinates is to choose 
an orthonormal frame along the geodesic. The 
time like base vector must be the tangent a/at, 
and the symmetry of the present example determines 
the others. Thus, 

eo = a/atla = T' a/aT + R' alaR, 

e l = a/axla = X-1R' a/aT + XT' alaR, 

ez = a/ayla = l/R alae, 

ea = a/azla = l/R sin e a/aif>, 

(74) 

where x~ or xyzt are to be Fermi normal coordinates. 
It is also easily verified from the components (eaY' 
displayed here that these vectors satisfy the nec­
essary parallel transport condition 

We must now compute the curvatures in the 
Fermi frame by the tensor transformation law 

Ra~~. = R#"'U'T,(ea)"' (e~r' (eX' (e.),', (76) 

which states that a tensor component is the contrac­
tion of the tensor with the base vectors indicated 
by the indices. The Fermi base vectors e a we 
have in Eq. (74), while the curvature components 
R#"'U'T' with respect to the Schwarz schild frame 
are well known as 

Rl '0'1 '0' = 2JJ1/R3, 

R3'0'3'0' = -(MX/R) sin2 e, 
Rl '2'1'2' = M/RX, 

R2'o'2'0' -MX/R, 

R 2 '3'2'3' -2MR sin2 e, 

Rl '3'1'3' (M/RX) sin2 e. 

(77) 

(Here and below, only the independent nonvanishing 
components are listed.) The computation then yields 

R1010 = 2"A1/R3
, 

RZ020 = R3030 = - M / R\ 
(7S) 

Some of the simplicity of Eq. (7S) as compared to 
Eq. (77) was, of course, to be expected, for the Fermi 
frame is orthonormal so that all components must 
at least have the same dimensions, and the equi­
valence of the e and if> directions must become 
evident. However, a very surprising feature is that 

the gravitational field gradients in Eq. (7S) depend 
on the observer's position R, but not upon his 
velocity R' (or energy k) with respect to the mass 
M. Thus the preferred rest frame indicated locally 
by the Killing vector field a/aT cannot be recognized 
by an observer who measures all the gravitational 
field gradients (7S) at one point. He can only 
discover the direction of the vector a/a T by finding 
a velocity (i.e. direction in the R - T plane) which 
makes the field gradients constant in time, i.e., 
by measuring R~,uT;a. 

The Fermi normal metric from Eq. (66) is 

di = - [1 + % (y2 + l - 2X2) ] dt2 

2M 
- 3R3 [xz dx dz + :ry dx dy - 2yz dy dz] 

+ [1 + ~3 (y2 + l) J dx2 

[ M ( 2 2)J 2 + 1 + ;m3 x - 2z dy 

[ M ( 2 2)J 2 + 1 + 3R3 X - 2y dz . (79) 

The entire dependence of this metric on t is through 
the geodesic equation (72) which gives R(t). 

A more compact form for the Fermi metric (79) 
is obtained by introducing spherical coordinates 
r, 8, cp related to x, y, z by the standard formulas. 
Taking the x direction as the polar axis we get a 
diagonal metric, 

ds2 = - (1 - qJ.L) dt2 + dr2 + (1 + iJ.L)(r d8)2 

+ (1 + iqJ.L - iJ.L)(r sin 8 dcp?, (SO) 

where 

J.L = Mrz/R3
, (Sla) 

and 

q = 3 cos2 8 - 1. (SIb) 

Again, R must be considered the function of t given 
in Eqs (72), or equivalently one may take R as the 
time coordinate and use Eq. (73) to eliminate dt2 

in favor of dR2 in Eq. (SO). 
In the following papers this metric provides 

boundary conditions for a computation of tidal 
deformations of a freely falling Schwarzschild 
singularity (wormhole mouth). It is also evidently 
well suited to a calculation of tides in an elastic 
test body whose center of mass would define the 
geodesic Xi = O. We content ourselves here with 
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a mathematical example and investigate the shape 
of a sphere. Define a sphere ~ as the surface formed 
by all points a fixed proper distance r measured out 
orthogonally from some point on the central geodesic. 
For the coordinates of Eq. (80) this is the surface 
t = const, r = const, whose metric is, therefore, 

(M) ~ = (1 + tll)(r dO)2 

+ (1 + tqll - tll)(r sin 0 dtp)2. (82a) 

From this metric we find that the area of the sphere 
~ is just 411"r", independent of the small quantity 
Il = M r2 / R3 in first order, but a change in intrinsic 
shape can be readily computed. The length of a 
great circle tp = const over the poles of this sphere is 

(82b) Lpo1e , = r f~ (1 + tll)t dO ~ 27rT(1 + ill). 

Similarly, the circumference of the equator, e = 
1 • 
211", IS 

(82 c) 

As a measure of the distortion of the shape of this 
sphere, then, we may take 

1) = L po1e , - Lequsto, ~ !!:. = Mr;. (83) 
Lpoles + Lequato, 4 4R 

Thus, a sphere r = const is a surface shaped like 
a football pointing toward the center of gravitation. 

IX. RANGE OF VALIDITY OF THE 
FERMI EXPANSION 

In this section we point out that in most situations 
where the Fermi metric expanded through quadratic 
terms is a useful description, the time dependence 
of the metric can be considered adiabatic, that is, 
time derivatives of the metric will be negligible in 
comparison to space derivatives. Order of magnitude­
wise, the Fermi metric can be written 

g ~ 1 + r2K(t) + r3 ~~I G + 0(r4), (84) 

where r is proper distance normal to the geodesic, 
t is proper time along the geodesic, and K represents 
a typical component of the curvature tensor. For 
this metric, the ratio of time to space derivatives 
(computed from the r2 term only) is 

ag/at r aK 
ag/ar = K a;:' (85) 

But if we assume that the quadratic terms in (84) 
are an adequate approximation to the metric, then 
the cubic terms must be negligible in comparison 
to the quadratic ones, 

r aK 
K a;:« 1. (86) 

This small quantity is almost the one appearing in 
Eq. (85), except a space and time derivative are 
interchanged. But as a sort of causality condition, 
one expects that 

aK/at :s aK/ar, (87) 

for in the contrary case, a disturbance would appear 
spontaneously at some point (aK/at large) without 
having arrived there as a wave propagating with 
velocity less than c = 1. Thus the quadratic Fermi 
approximation (86) together with causality in the 
sense of Eq. (87) imply in Eq. (85) the adiabatic 
condition 

ag/at « ag/ar. (88) 

These results can be specialized to the Schwarzs­
child case and give some surprises. For this metric 
we have from Eq. (78) 

K = J1!j /R 3 
• (89) 

Using Eqs. (74) for a/at and a/ax we can test the 
causality conditions (87) and find that it reads 

x~, = [(2: - ~)/(1 - ~~)J ~ 1, (90) 

which is always violated for R < 2M. [Other situa­
tions which violate the causality condition of Eq. 
(87) are the expanding-universe cosmological models 
where one assumes aK/ar = O.J A condition which 
will ensure the validity of the Fermi expansion is 

Kr2 = Mr2/R3 « 1, (91) 

and this can be satisfied by taking (r / R) small 
enough even if (M/R) is large. Thus the Fermi 
expansion is useful even inside the Schwarzschild 
"singularity." The adiabatic condition computed 
from Eqs. (85) and (74) reads 

ag/at r , (Mr2) , 
ag/ar = FiR ~ R3 «1, (92) 

and is satisfied as a consequence of Eq. (91) which 
is a stronger convergence requirement than Eq. (86). 
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The problem of two bodies in general relativity in an especially restricted mode is analyzed. One 
body is of small mass, and, under the influence of gravitational attraction, moves toward a much 
larger mass whose field produces "tidal" deformations in the geometry of the smaller one. To evaluate 
these deformations, we treat the Schwarzschild metric of the particle by a perturbation analysis 
similar to that performed by Regge and Wheeler. The boundary conditions for this analysis are ob­
tained from the metric of the background field expressed in a novel set of comoving coordinates, here 
called Fermi normal coordinates. These coordinates have been described in the previous paper. In 
this paper we use the Schwarzchild metric given there in comoving coordinates as an asymptotic ap­
proximation for the full solution which is evaluated here. 

A perturbation analysis using the "tidal deformation" (background curvature) as an expansion 
parameter is performed on the metric of a small Schwarzschild particle. The solution so obtained satis­
fies Einstein's equations for empty space for small deviations from a nonflat metric. This solution 
also reduces to the Fermi metric in the appropriate limit, namely, when the "distance" from the 
geodesic is large compared to the radius of the small mass but small compared to the separation of 
the two masses. Thus only the quadratic terms in the distance are important. This solution is then 
used to find the deformations in shape of the throat of the wormhole and to locate this region of 
symmetry (the throat) by finding a coordinate transformation which leaves the metric invariant. 

I. INTRODUCTION 

ONE of the most important developments in 
general relativity from Einstein's first papers 

to the present, was the discovery by Einstein and 
Grommer,l and by Einstein, Infeld, and Hoffman,2 

that the equations of motion of test particles can 
be determined from the field equations and do not 
have to be postulated independently. In more recent 
times one has tried to secure a better understanding 
of the character of the objects to which one applies 
such derivations. 3

-
8 Are they to be treated as 

singularities in the metric? As geons? As objects 
susceptible to break up? On one of these pictures­
that of a singularity-new insight has been acquired 
from the work of Fronsdal8 and Kruskal. 4 They 
find that the geometry at the center of attraction, 

t Based on a dissertation presented to the faculty of 
Princeton University in candidacy for the Ph.D. in Physics, 
September, 1961. 

1 A. Einstein and J. Grommer, Akad. Wiss. Preuss. 
Math. Phys. Kl. Sitz 2 (1927). 

J A. Einstein, L. Infeld, and B. Hoffman, Ann. Math., 
39, 65 (1938). 

3 J. A. Wheeler, Rev. Mod. Phys., 33, 63 (1961). 
4 M. D. Kruskal, Phys. Rev. 119, 1743 (1960). 
5 J. L. Synge and A. Schild, Tensor Calculus (Toronto 

University Press, Toronto, Canada, 1949). 
6 J. L. Synge, Relativity, the General Theory (N orth­

Holland Publishing Co., Amsterdam, 1960). 
7 L. Infeld and J. Plebanski, Motion and Relativity (Per­

gamon Press Inc., New York, 1959). 
8 C. Fronsdal, Phys. Rev., 116, 778 (1959). 

for a single massive body, pursued systematically 
backwards closer to the center is free of singularity, 
but endowed with an unusual topology. Moreover, 
it remains free of singularity for a finite proper time. 
Their study gives a simple model to use for mass 
with' a view to understanding more about the 
problem of motion. That is, mass arises from the 
energy of the gravitational or metric field itself 
strongly curved in the immediate vicinity of the 
bridge between the two nearly Euclidian spaces 
which form the two sheets of the space. This develop­
ment brings to the fore the question of what happens 
to a small test mass of this character when it 
approaches a large center of attraction of the same 
character. Does it remain stable in view of the very 
large disruptive ICtidal forces", or is it crushed out 
of existence?9 .10 

The question just asked about masses of purely 
geometrical origin can also be reformulated for the 
kind of masses which one sees in the physical world. 
An analogy of this kind would be a small mass of 
A 1 nucleons (A 1 « A cri t) which approaches a cold 
star (large mass) of the critical mass (A2 = Acri .). 

Will the small mass be crushed out of existence? 

g V. A. Fock, Theory of Space, Time and Gravitation 
(Pergamon Press, Inc., New York, 1959). 

10 J. A. Wheeler and R. W. Lindquist, Rev. Mod. Phys. 
29, (1957). 
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FIG. 1. Three regimes in restricted problem of two bodies. 
The three different regions considered in the problem are 
shown above. In Region I, the small mass has negligible 
effect !1nd is treated as an ideal test particle moving on a 
geodesIC of the background field. This field is that due to a 
center of attraction of large mass, M, and is a Schwarzschild 
field in the coordinates of the large mass yp. In Region III 
immediately surrounding the small mass m, the field of th~ 
large mass is negligible in comparison with the self field of 
the particle and is neglected. Thus we have a Schwarzschild 
line element in the parameters and coordinates of the small 
mass. Region II is the transition region where both masses 
exert influence, and is the principal region of interest in 
this problem. 

Will it amalgamate or stick to the large mass and 
lose its identity?ll 

These questions are very timely and their answers 
must be known if we are to learn more about 
primitive models for mass, and of their behavior in 
strong gravitational fields. 

One simple technique suggested itself in the 
investigation of the basic issues of this problem: the 
dynamics of a small mass moving in the field of a 
large one. We consider the case of two bodies, 
one of very small but not negligible mass which is 
attracted toward a large mass idealized as stationary. 
We find a metric which accurately represents the 
gravitational field in which the small mass finds 
itself. The procedure is to analyze the perturbations 
of the metric around the small mass caused by the 
gravitational field of the large mass. The expansion 
parameter of the perturbations is proportional to 
the curvature of the space caused by the gravita­
tional field of the large mass. We obtain the solution 
described above by analyzing the problem in three 
parts or regions (Fig. 1). Region I is far enough 
from the small mass that its effects can be neglected. 
The geometry is described by the Schwarz schild 
metric caused by the large mass. This metric is here 
expanded in powers of the deviation from the 
geodesic of an ideal test particle (Fermi normal 

11 J. A. Wheeler, Varenna Lectures, Rend. Scuola Intern. 
Fis. "Enrico Fermi," 11, 67 (1960). 

coordinates). Region III is close enough to the small 
mass that the effects of the large mass are negligible 
by comparison. Here one has the Schwarzschild 
metric associated with the small mass. In Region II, 
both masses exert significant influence on the 
dynamics. It is here that the metric undergoes 
transition from I to III. 

The first part of this paper deals with the solution 
in Region I. That is, we obtain a metric which is 
valid "far" from the small mass assuming it to be 
an ideal infinitesimal test particle. This is essentially 
a problem of translating the ordinary Schwarzschild 
metric associated with the large mass into a coor­
dinate system comoving with the test particle. The 
previous paper describes the system of coordinates 
(Fermi normal coordinates) and gives the techniques 
necessary for the transformation of general metrics 
into these coordinates. That paper also exhibits the 
Schwarzschild metric as expressed in these comoving 
coordinates. The metric there described correctly 
represents at all times the curvature at the test 
particle produced by the large mass, but neglects 
curvature gradients. The second part of this paper 
deals with the transition region. In this we replace 
the ideal test particle by a small Schwarz schild-like 
mass and perform a perturbation analysis on its 
metric similar to that performed by Regge and 
Wheeler. 12 The boundary conditions on this problem 
are, however, not those of the above authors but 
are instead, exactly those of the solution to Region I 
previously obtained. Thus, nonlinear perturbations 
of the Schwarzschild metric at the small mass are 
not considered, nor are linear perturbations induced 
by curvature gradients of the field of the large 
mass. We also do not consider the reaction of the 
large mass to the small one in this paper. Thus, the 
problem that is here solved is essentially that of 
finding the effect on the metric of a small Schwarzs­
child mass embedded not in a flat space, but rather 
in a curved background space caused by the presence 
of the large mass. 

The effects that we look for can be qualitatively 
discussed here. In Region II we have the largest 
effect on the motion and metric of the small mass 
due both to its own field and that produced by 
the presence of the large mass. The deviation in 
the pure Schwarzschild caused by the small mass is 
essentially given by terms which are proportional 
to the tidal force exerted between two bodies. 13 

Let us obtain an order-of-magnitude estimate of 
this tidal force. Let M represent the mass of the 

12 T. Regge and J. A. Wheeler, Phys. Rev. 108, 1063 (1957). 
13 Encyclopedia Britannica, (1911), 11th ed., Vol. XXVI. 
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large body and m that of the little one. Let their 
separation-suitably defined-be called R. Then, 
the departure from "flatness"-more precisely, the 
departure of the metric coefficients from their 
Lorentz values-is of the order of Mm21R3 in 
Region II. This causes a departure from "sphericity" 
-i.e., a distortion in shape-for the small mass of 
the same magnitude. As R tends toward zero, the 
effect becomes larger regardless of the smallness 
of size of m so long as it is nonzero. Some rather 
more quantitative results are listed in Table 1. 
The entries give order-of-magnitude effects for the 
distortions due to the "tidal forces" described in 
this paper. It can be seen from this table that, in 
Region II, the deviation from flatness is of the same 
order of magnitude as that due to pure Schwarzs­
child fields in either Region I or III. However, 
here it is due to the combined effects of both masses. 
A typical component of the metric in Region II 
will be shown below to behave as 

In the Region I the small mass is negligible and 
thus we have that the metric and consequently the 
curvature associated with it consists only of the 
terms in the second parentheses. Here we must 
remember that our metric is expressed in Fermi 
normal coordinates which accounts for its unusual 
form. Similarly in Region III the large mass exerts 
only a negligible effect and thus our metric and 
curvature depend only on the terms in the first 
parentheses. Here the ordinary expression for the 
Schwarz child center of gravitation appears. In 
Region II, however, the metric and the curvature 
associated with it are very much dependent on both 
m and M. That is, let us call mlr3 the curvature 
associated with the space about just the small mass, 
the intrinsic curvature, and AflR3 the curvature 
associated with the space about just the large mass, 
the extrinsic curvature. Then, the curvature in 
Region II, for appropriately chosen values of the 
parameter M, R, m, r, can be varied over a rather 
large range since it is a direct combination of the 
intrinsic and extrinsic curvature. All this is shown in 
quantitative detail in the body of the paper. 

The attack described above can be summarized 
in the following manner. We "break up" our space 
into three different regions (Fig. O. Region I is 
that region about the large center of gravitation, 
JIll, where the small mass, m, has a negligible effect. 
There, the metric has the familiar Schwarzschild 
character, as if the large mass alone were present. 
We consider the small mass as an ideal test particle 

which thus moves on a geodesic toward the large 
mass. By using Fermi normal coordinates, we 
transform the metric into the coordinates relative 
to the test mass (comoving coordinates). We thus 
obtain a metric which describes an ideal test particle 
imbedded in a background space of local curvature 
",-,MIR3. Region III, very near the small mass, 
is described by a metric which in first approximation 
neglects the effect of the large mass, M, and is thus 
an ordinary Schwarzschild metric in the coordinates 
of the small mass, m. The curvature at the distance 
r is of the order mlr3. This curvature reaches a 
maximum value,",", 11m2 at the throat of the metric 
associated with the small mass. By performing a 
perturbation analysis on this metric we arrive at 
the metric of the intermediary Region II where 
both masses are taken into account. The boundary 
conditions for solving the perturbation equations 
are provided by the metric of Region I in our 
Fermi coordinates. 

II. THE SCHWARZSCHILD PROBLEM FOR ONE 
BODY IN COMOVING COORDINATES 

The previous paper has given a scheme of co­
ordinates and an expression for the Schwarz schild 
metric in terms of these coordinates. 14 For the 
special two-body problem to be discussed below, 
this metric will serve as the boundary condition 
of our perturbed metric about a small Schwarzschild 
center of attraction. The metric as obtained from 
that paper is 

d,' ~ [1 - ~:' (3 eos' 0 - 1)] (2M d~'2M) 
R Ro 

d 2 2[ + Afr2] 2 2' 2 - r - r 1 3R3 dO - r sm 0 

X [1 + ~~: (3 cos
2 

0 - 2)J dei. (2.1) 

If we change the notation somewhat for compactness, 
we have 

d,' - (1 - Q) ( dll' ) - d,' - (1 + ,.),' dO' 
2M 2M [f-e:; 

- (1 + i(Q - J..I.))r 2 sin2 0 dei. (2.2) 

Here we have put 

Q = +(3 cos2 0 - 1)Mr2/R3 = qJ..l., 
(2.3) 

J..I. = +Mr2/R3, 
----

14 F. K. Manasse and C. W. Misner, J. Math. Phys. 4 
735 (1963) (previous paper). 
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where Q is a quadrupole term and J.l. a monopole 
term. To compute the curvature components 
referred to our new coordinates R, r, 0, cp, we must 
use the orthonormal tetrad 

W70) (1, 0, 0, 0), 

W7l) (0, cos 0, sin 0 cos cp, sin 0 sin cp), 

W72) (0, -sin 0, cos 0 cos cp, cos 0 sin cp), 
(2.4) 

W(3) (0, 0, -sincp, coscp), 

where our vectors, in notation similar to that of the 
previous paper, are defined by unit vectors along 
the t, r, 0, cp coordinate lines as 

W(O) Wet) == alatl,~o, 

W(l) - W(e> == alarl r_o, 
(2.5) 

TV(2) == Wee) == air aO'r~o, 

W(3) == TV(~) == (sin Or! air acp'r~o. 

Here we again have put 

2 dR2 

dt = 2M(IIR _ IIRo) , (2.6) 

since from the previous paper, these are equivalent. 
The curvature components evaluated in this co­
ordinate system are 

RIolo = +Qlr2, R 2020 = - (Q - p.)lr2, 

Rao3o = - p.lr2 , _Qlr2, (2.7) 

RI212 = + p.lr2, +(Q - J.l.)lr2, 

R1323 = R I020 = - (3J.l. sin 20)/2r2
• 

Here are exhibited all the independent nonvanishing 
components of the Riemann curvature tensor 
evaluated on the given radial geodesic described by 

R,r = 0, O,cp. (2.8) 

That we do indeed have a reasonable metric can 
be easily checked, for on the geodesic line we must 
have 

r = 0, R = R(t). (2.9) 

If we put this into expression (2.1), we obtain 

2, dR
2 

d 2 

dT G = (2MIR) _ (2M/Ro) == t. (2.10) 

Thus on the given line we do indeed obtain the 
correct result. In addition, if the center of attraction 
is removed, that is M ~ 0, the metric reduces to 

(2.11) 

This is just the Lorentz metric in spherical coor-

dinates, and states that geodesics in flat space are 
straight lines as required. 

The advantage of exhibiting the metric in the 
form 2.1 as against a similar form using Riemann 
normal coordinates will now be described. First, our 
result is true over a much wider range, namely, 
in a region surrounding a line rather than just near 
a point. This larger region of validity makes the 
metric much more useful to us. Second, our problem 
of "two bodies," as it is proposed in this paper, 
assumes the smaller one to move on, or very near, 
a go de sic of the background space due to the large 
mass. Thus, our metric "accurately" represents the 
"asymptotic" metric of the small mass, or its metric 
in Region I (Fig. 1) of the space. Also, the axial 
symmetry of the metric about the geodesic line 
allows us to effectively and naturally eliminate the 
local time coordinate of the large mass from con­
sideration. Its effect is lumped into our new "effec­
tive" local time coordinate R which determines 
essentially our radial distance from the large mass. 
Thus, if we specify only R, we already specify 
everything about the gross structure of the position 
of the two bodies. Third, our metric is valid every­
where in the region surrounding the geodesic line, 
to the second order in small departures from this 
line, regardless of the value of R, for a massless 
test particle. The metric expansion as expressed in 
(1) will serve as the boundary condition for the 
perturbed Schwarzschild problem considered below. 

III. RESTRICTED TWO-BODY PROBLEM 

A. Range of Validity of the Fermi 
Expansion in the One-Body Problem 

The previous section has been concerned with the 
well-known Schwarzschild one-body problem. Utiliz­
ing the techniques of the previous paper, one has 
cast this solution into a form which is (1) no longer 
"static", since the metric components now depend 
on the time parameter explicitly, and (2) no longer 
exact since the metric holds only for values of r 
which are "small". The range of validity of the 
metric given by expression 2.1 needs to be discussed 
further before we can proceed to the restricted 
two-body problem. The previous paper has already 
discussed this to some extent but we treat it here 
again somewhat differently for ease of reference. 
Here also, we specifically concern ourselves with 
discussing this range of validity for a perturbation 
problem which follows. The solution 2.1 holds 
provided that the terms of order (X)3 and all higher 
orders of x can be neglected in the metric expansion. 
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The criterion is essentially that 

I
ii k Iii ga{J.;ik a X X X «ga{J,;i a X X • (3.1) 

Here we have left out constant factors. Now from 
our previous work we know that the ga{J,;;Ia are 
fixed by the components of the curvature tensor. '4 

By a similar process we can easily show's that the 
ga{J,;;k are given by the gradients of the curvature 
components. That is, the terms which we must 
compute are terms like 

I ;; k I; j R;afli,k a XXX «R;afli a XX • (3.2) 

Now the curvature components for the Schwarzschild 
case all go as 

R,aflila"-' (M/R3
) = K"-' (R.'Ya{JRna{J)t. (3.3) 

Here, we denote a typical nonzero curvature 
component by K, the Gaussian curvature. The 
metric will be well represented by the first two terms 
in the Fermi expansion if and only if the following 
condition is satisfied: 

(3.4) 

Here r is a typical spatial coordinate of our space. 
This expression can be cast into the form 

I (r/K)(aK/ar) I «1, (3.5) 

or 

I(a/ar)(ln K)I «1/r. (3.6) 

The expression (3.5) is the relation which defines 
the field of applicability of the Fermi expansion. 
If we are to use the expansion as a basis for a 
perturbation expansion (as we do later), then an 
even stricter requirement is imposed. This condition 
is that the term Kr2 in the metric expansion must 
itself be small compared to 1. That is, for a Fermi 
expansion to be valid we must have relation (3.5), 
and if it is to be used as a boundary condition for 
a perturbation problem, we must in addition have 

Kl «1. (3.7) 

This condition (3.7) includes (3.5) and is in fact 
a more restrictive one. A more precise method of 
stating this result is outlined below. Let 

(3.8) 

Here flO means (see Table I) that Region II covers 
a 10:1 range of the coordinate r. Then we have that 

r ;S (R3fIO/M)t. (3.9) 

1& L. P. Eisenhart, Riemannian Geometry (Princeton 
University Press, Princeton, New Jersey, 1926). 

Now consider the Fermi condition (3.5): 

~ aK "-' :c "-' (RflO)i 
K ar R M' (3.10) 

However, we have from Table I, that 

f,O "-' f' = (mjM)!(M jR), (3.11) 

where we consider orders of magnitude only. Thus 
we have finally 

I~ aa~1 "-' (; r == (a)i « 1. (3.12) 

We thus see that if 

Kra = f,O « 1, (3.13) 

then we must have also condition (3.5) holding 
since a must be small for our problem as set up 
to be valid. 

In the restricted two-body problem, where one 
mass is small compared to the other, we have just 
this condition holding. That is, we know that for 
distances of the order of M, from the large mass, 
the small mass has no effect on the metric of the 
large one. Similarly, in order to determine the metric 
very near the small mass m, we do not need to 
know the mass M. In the intermediary space 
however, where 

r"-' [lO"Jm «M, p > 0, (3.14) 

we wish to find the metric. Now the criterion 
becomes 

f,O = Kr2 = (M/R3)m2102P « 1. (3.15) 

If we now concern ourselves again with a limiting 
process, regardless of how large we make p, we can 
find an m such that the ratio a = m/ M is so small 
that flO remains much smaller than 1. Therefore, 
so long as we keep (m/M) « 1, we will satisfy 
the condition (3.7) and as long as we keep R "-' M 
and r "-' lOPm, we can rightly drop all terms in 
the metric expansion of order in r higher than two. 
See Table I for more details. 

B. The Perturbed One-Body Problem 

For the restricted two-body problem considered-a 
small mass moving toward a large stationary mass 
along a geodesic-we propose now a method of 
solution. We perturb the ordinary one-body 
Schwarzschild solution for the small mass m in the 
manner of Regge and Wheeler. '2 The boundary 
conditions, and the choice of independent perturba­
tion amplitudes are chosen to match "asymptot­
ically" with the one-body Schwarzschild of large 
mass in Fermi or comoving coordinates. So long as 
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TABLE 1. Regimes in analysis of metric in two-body problem (Due to J. A. Wheeler). 

Regime 
III II I 

Property m dominates; effects of departure from flatness M dominates; effects 
M negligible due to m and to M of m negligible 

are both small (cur-
vature times T2 small 
compared to 1) 

I I 
Departure from fiatness I I 

caused by M at distance r «'10 <'10 I ""flO I >EU 
from test mass ---------------------
("-'Mr2/RI) at TI-II = (RIEIO/M)i 

I I 
Departure from flatness I I 

caused by m at distance r >'10 I """""EIO I <'10 «'10 
from test mass ---------------------
("-'m/r) at TIl-III = m/EIO 

Condition that EIO = (lOm/M)213(M /R) 
TI-II = lOrn-III 

Values of interzone radii TIl-Ill = 1O-2/3(m/M)1I3R; TI_Il = 10113(m/M)lfIR 
for this value of '10 

Deviation from flatness 
caused by M 

1O-" 3(m/M)(M /R) 10211(m/M)·fI(M / R) 

Deviation from flatness 10211(m/M)211(M /R) 1O-III(m/M)211(M /R) 
caused by m 

Maximum value of Maximum of [1 - (2m/T)][1 - (Mr2/R3)] 
qualitative expression ~ [1 - 2(m/M)213(M /R)][l - (m/M)2fI(M /R)] 
for typical term ~ 1 - 3(m/M)213(M /R) = 1 - 3'10/10"1 
in metric (deviation from flatness 3'10/10213) 

Total deviation from 
flatness in units ,,-,10-413 + 10213 "-'1 + 2 = 3 "-'10211 + 10-111 
(m/M)"3(M/R) 

Relevant type of Schwarzschild expression Schwarzschild expression Schwarz schild expression 
approximation associated with associated with small associated with 

small mass mass plus small correc- large mass expressed 
tions matched to in Fermi coordinates 
metric in Region I referred to world line 

of ideal infinitesimal 
test particle. 

Accuracy achieved in .' "-' (m/M)213(M /R) 
description of metric for (for the given R and for all larger values of R). 
2-body problem 

Value to which m is 
limited if 2-body problem 
is to be treated to error 
less than .' from R = 00 

down to R = R 

we choose the ratio a = mj M sufficiently ~mall, 
(see previous section) we will be able to match the 
solutions at the boundaries. This is certainly reason­
able for analogy with any astrophysical problem of 
interest, sayan earth satellite, or a comet approach­
ing the sun, etc. Thus, we expect that our metric in 
the intermediary Region II (Fig. 1) will, in the limit 
r "large" go over into expression (2.1), and in the 
limit r "small", go into the ordinary Schwarzschild 
of mass m. 

m < .'3/2(R/M)31'M 

<10 = 10tla.' 

We begin with the expression for the metric of 
a point mass m, the familiar Schwarzschild line 
element. The expression is 

y~: t', r, (J, cp 

- [1 - (2mjr)](dt')' + [1 - (2mjr)rl dr2 

+ r' de' + r'sin' e dcp2. (3.16) 

(The notation throughout the paper, except where 
specifically stated otherwise, is: Greek indices run 
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from 0 to 3, Latin indices run from 1 to 3, commas 
indicate ordinary differentiation, semicolons indicate 
covariant differentiation, and the summation con­
vention on repeated indices is utilized.) If we 
normalize the coordinates for ease of writing by 
dividing through by 4m2 and renaming the coor­
dinates, we have 

x": t, x, e, <p 

di -[1 - ;] dt
2 + (I _ \Ix) dx

2 

+ x 2
(d e2 + sin2 e dl). (3.17) 

If we follow Regge and Wheeler,12 and perform a 
perturbation of the metric, we will go from the 
above metric denoted by g., to one which can be 
written as 

(3.18) 

If we make the h., small in comparison with the 
g." then we can write the Einstein equations correct 
to first order as 

oR., == Or~,8;, - Or~,;,8 = 0, 

where we have put 

(3.19) 

(3.20) 

We analyze these equations, separate them into 
polar coordinates, and inquire as to the most general 
perturbation which we can have. Now Eq. (3.19) is 
analogous to the general equation for a massless, 
spin-two particle in quantum physics-that for a 
graviton. Under rotations on the two-dimensional 
submanifold formed by holding X

O = t = constant, 
Xl = X = constant, the ten independent components 

-(1 - ;)Hoex) HI ex) 

of a symmetric tensor transform as three scalars 
(hoo, hu, hOI), two vectors (h02' hoa, h12, h I3 ), and 
a second-order tensor. The eigenvalues of the 
expansion are those of the angular-momentum 
operator, and we obtain two independent odd-parity 
modes and four independent even-parity modes 
(this count is detailed below). This expansion is 
useful for our problem, and we then expand the 
metric components in terms of generalized spherical 
harmonics. We obtain a perturbation of odd-parity 
type and one of even parity. These most general 
expansions of the h., are given with eigenvalues 
corresponding to fixed: L, angular momentum; Il, 

projection along z-axis of angular momentum; and 
P, parity multiplied by (_1)1,+1. However, different 
waves can represent the same physical phenomena 
but viewed in a different coordinate system. Thus, 
we can still make infinitesimal coordinate trans­
formations. If we choose to eliminate the most 
complicated of the h •• which we can do with our 
coordinate transformations, specialize to the case 
where Il = 0 since our base metric is independent 
of <p, and choose a perturbation of definite normalized 
frequency k = k'/2m = (wi c) 12m, our perturbation 
metric becomes finally, 

0 0 0 ho(x) 

h., 
0 0 0 lh(X) 

0 0 0 0 

hoex) hi ex) 0 0 

X e-iktsin e(JPdBe) (3.21) 

for the odd perturbation, where P L denotes the 
Legendre polynomial. The even purturbation 
becomes 

0 0 

h., HI ex) ( Itl 1 - -; H2eX) 0 0 X e-iktpL. 
(3.22) 

0 0 

0 0 

Thus we have, as previously noted, two odd-parity 
independent components ho, hi, and four even-parity 
independent components H o, HI, H 2, Ha. These 
correspond to the gross number of degrees of freedom 
of the problem. 

If we now substitute these most general perturba­
tions into the Einstein equations, we obtain equa-

x2Haex) 0 J 
0 x 2 sin2 eH~z) 

tions for the unknown radial functions which depend 
on two parameters k and L. Several of the radial 
equations of even parity as given by Regge and 
Wheeler!2 were improperly evaluated. Consequently, 
their resulting solutions for the static case (k = 0) 
for example, do not satisfy the Einstein equation 
as they should. 
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c. Justification of Method of Analysis 

The metric which is asymptotically to be matched 
with the solution to the Regge-Wheeler problem is 
our metric of the ideal test particle moving under 
the influence of a large mass expressed in comoving 
coordinates. This metric is from (2.1), with a change 
of notation for compactness: 

( qX2) d//a 2 

- 1 - 2a/ (l/p _ l/po) + dx 

+ X2(1 + !lX2a) dfl 
6ap 

+ 2 • 2 ()(1 + (q - 1)x
2

) d 2 
X sIn 6 3 'P . ap 

(3.23) 

Here we have divided (2.1) by 4m2
, and called 

R/2m = p,r/2m = x, (dT)2 = _(ds')2/4m2 = -dl, 
a = m/M, and q = 3 cos2 

() - 1. If we desire to 
test Einstein equations for this metric, or rather 
for a metric which is asymptotically this one, we 
must first compute curvature components. 

In computing these curvature components, which 
are necessary to obtain Einstein equations, we will 
need to compute both the space and the "time" 
derivatives of the g., given by (3.23). These time 
derivatives will now be compared in magnitude with 
spatial derivatives in order to obtain a very interest­
ing and important result. Neglecting angular 
dependence, the g., with which we are concerned 
all go like (x 2 

/ ap") "-' r2 K. Now compute this 
"time" derivative: 

I:t (r2K) \ = Ir2 a~1 = 3~~ ~~. (3.24) 

Now recall from (2.6) that 

2 dR
2 

dt = (2M /R - 2M /Ro) (3.25) 

For simplicity suppose that Ro --7 co, which does not 
change the generality but merely states that the 
test particle starts out at infinity. Then we have, 
combining these results into (3.24) with the definition 
of K, that 

I (a/at)(r2K) I = 3V2 r2K~. (3.26) 

Now if we compute the radial derivative of the 
metric component we have: 

I 
a 2 I 2 [ 2 1 1

3 aKIJ ar (r K) = -;: r K + 2 r ar . (3.27) 

From the previous discussions we have from (3.4), 

the result 

Ir3(aK/ar) I «Kr2. (3.28) 

Thus we have approximately, dividing (3.26) by 
(3.27) and using (3.28), the result that 

geK)/atl 2 t 
la(r2K)/arl""' const (r K) . (3.29) 

Assume that our second-order expansion for the 
Fermi metric is used under conditions where it is 
valid; that is, under conditions where 

Kr2 « 1. (3.30) 

Then we are able to conclude: 

(3.31) 

Thus, derivatives of the metric components taken with 
respect to time are much smaller than those taken with 
respect to spatial coordinates. A more physical way of 
obtaining the same result will now be given. 

We inquire as to whether the system is adiabatic. 
That is, we ask whether the tidal force that acts on 
the internal structure of the smaller mass changes 
by a significant fraction of its own magnitude in 
the characteristic time interval associated with the 
inner structure of the smaller mass. If so, the tidal 
force can produce nonadiabatic changes in this mass 
as puffs of wind at properly timed intervals can 
impart great energy to a swing. On the other hand, 
if the rate of change of the tidal force is slow in this 
sense, then the structure of the smaller mass will 
respond as if to a static perturbation (adiabatic case). 

'Ve can attack the problem in two ways. In one 
case we consider the fractional change in the tidal 
force quasiclassically. That is, the tidal force is 
approximately given by: 

F tidal""' (Glvlm/R 3
), masses in grams. (3.32) 

The magnitude of the fractional rate of change of 
this accelerative force is given by 

I
dF tidal/dT\ _,3 dR/dT '( ) 

,- T = proper tIme. ;),33 
F tidal R' 

Now in consistent units, the time required for 
gravitons to cross the small mass is 

t "-' m (centimeters) . (3.34) 

The product of the fractional force change and this 
time are to be compared to 1. We ask that this 
product is significantly smaller than 1 in order for 
the motion to be abiabatic. That is, in orders of 
magnitude, we ask whether 
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m dR/dT «1. 
R 

(3.35) 

If we use the metric expansion given by (2.1), and 
specialize to a fixed spatial point with coordinates 
r "-' m = constant, (} = t'll" = constant, cp = 0 = 
constant, we have 

! (Mr2) dR
2 

dT = 1 + R 3
- (2M/R - 2M/Ro)' (3.36) 

If we choose for simplicity Ro -----+ ro as before, and 
recall the smallness of Mr2/R3 in comparison to 1, 
we have that (3.35) becomes 

m/R(2M/R)t « 1. (3.37) 

This can be rewritten as 

m2M/R3 = m2K« 1. (3.38) 

Since we choose r "-' m we again obtain the by-now 
well-known result that Kr2 « 1. Thus, if our expan­
sion is to be valid at all, it must be that the motion 
is adiabatic. 

An alternate derivation of this important result 
utilizes the concept of frequency change in a gravita­
tional wave passing across the small mass. The 
change in frequency N is given by 

N r-.J la(6.g00)/aTI ' T = proper time. (3.39) 
6.goo 

Weare concerned with a region of space about 
the small mass and therefore r r-.J m. Also we choose 
again a fixed space point () = h = constant, 
cp = 0 = constant. Thus we have that expression 
(3.39) becomes 

(3.40) 

Using (3.36) we obtain, after some manipulation, 

M = la(6.g00)/aTI "" Kt. (3.41) 
6.goo I 

Now if this is the fractional frequency change, the 
wavelength change is the inverse of this, or 

(3.42) 

We must compare this with the appropriate wave­
length for the wave radiated by the small moving 
body. This wavelength is of order r "-' m. Thus we 
mllilt have 

6.(wavelength).ntom» (wavelength).m.111", ••• , (3.43) 

or mathematically, 

(3.44) 

This can easily be put into the by now well-known 
form 

(3.45) 

Thus the motion is adiabatic and time derivatives 
can be neglected. 

The preceding section can be summarized as 
follows. When we limit attention to regions so close 
to the ideal geodesic that it is legitimate to use 
only the quadratic terms in the Fermi metric, then 
the Fermi form of the one-body problem pre­
supposes-indeed, if we keep only quadratic terms­
forces the motion to be adiabatic. Thus all time 
derivatives can be neglected in comparison with 
spatial derivatives, and we treat essentially a quasi­
static problem. This will greatly simplify the solution 
of the Einstein equations of the perturbed one-body 
problem. 

D. Preliminaries to Obtaining the Einstein 
Equations for the Perturbed Schwarzschild Metric 

In view of the nature of the asymptotic solution 
(3.23), and the foregoing result, we make some 
simplifying assumptions. First, the replacement of 
x by -x in (3.23) leaves the metric unchanged. 
Thus we expect that our solution is of even parity 
and can thus concentrate on that general perturba­
tion, namely (3.22). The time dependence of the 
metric is not to be considered in our approximation 
and thus we can put k = O. Also, the angular 
dependence of our metric, since it has even parity, 
must be even, and since L = 0 represents only a 
change in magnitude for the small mass, L = 2 
angular dependence is sufficient to cover our problem. 
This is even more obvious from the fact that 

(3.46) 

which is exactly the angular dependence of our 
asymptotic metric. Already at this point we have 
established an important fact. Namely, that the 
motion of the small mass m is, still in this finite 
m approximation, geodesic. For it was the L = 1 
perturbation that Regge-Wheeler12 found which 
would correspond to a translation of the Schwarzs­
child solution. In the present case this would imply 
a translation of m away from the (r = 0) geodesic 
of the M field. However, since L = 1 is not necessary 
to satisfy the Einstein equation, the motion is 
geodesic to second order. 

One further change is made for simplicity. Recall 
that the perturbation (3.22) was not the most 
general, but had been simplified by the use of 
infinitesimal coordinate transformations. Our as-
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ymptotic metric is diagonal, and rather than 
transform it to a form such as (3.22), we choose 
to change the coordinate transformation used to 
obtain (3.22). That is, we eliminate H 1(x), but 
complicate somewhat the angular perturbations h22' 
h33 • Thus we propose to try the perturbation shown 
below. (Here we use 'Y's to bring out clearly that 
these do not correspond to the h's used in Regge­
Wheelerl2

) : 

1'" = 'Y,,(x, t), q = (3 cos2 8 - 1) = 2PL_2, 

- [ (1 - ;)(1 - 2'Yoq) ] 0 

['Yoq] 0 0 0 

0 [1'1 q] 0 0 
'Y~, = 

0 0 h3 + (1'2 - 'Ya)q] ° 
0 0 0 [-1'3 + 'Y2q] 

(3.47) 

The metric is given by 

x": t, x, 8, <p (3.48) 

0 0 

g", + h", = 0 [( 1 - ;fl(1 + 2'Ylq) ] 0 0 (3.49) 

0 0 [x2(1 + 2'Ya + 2(1'2 - 'Ya)q)] 0 

0 0 

Thus, in the asymptotic limits, we recover the 
one-body Fermi metric by substitution of 

1'1 = 0, (3.50) 

Another reason for choosing a diagonal form of the 
metric is that it is somewhat easier to obtain the 
curvature components in this form. The use of some 
standard simple formulas given in Eisenhart,16 gives 
an alternate derivation of the Einstein equations 
for a perturbed Schwarzschild which is useful as it 
can be used to check the Regge-Wheeler12 expres­
sions. The expressions are 

a = 0, 1,2,3, 

ea = (-1,1,1,1), 

1 
fj", = H H,.", 

" 

J.!? (J'. 

(3.51) 

(3.52) 

(3.53) 

(3.54) 

(3.55) 

Here, the indices run from 0 to 3, and the summation 
convention is not employed. These are the only 

° [(1 - 2'Ya + 2'Y2q)X2 sin2 8] 

independent nonzero components of the curvature 
tensor. In view of our previous statements, the 
time dependence of the metric is a second-order 
effect insofar as it affects the computation of curva­
ture tensor components. Thus for our calculations, 
the time dependence of the metric is neglected and 
is lumped into the "constant" e. Also, we set all 
derivatives with respect to either "time" (t), or <p 

exactly zero. These approximations simplify the 
computations markedly. If we compute the nonzero 
curvature components and evaluate their asymp­
totic forms we obtain 

R1332 = +gex3 sin2 8 sin 28, R1002 = +9EX sin 28, 

R 1001 = - 6Eq, 

R1331 = -6ex2 sin2 8(q - 1), R2002 = +6ex2(q - 1), 

Raoo3 = +6ex2 sin2 8, R2332 = +6ex4 sin2 8q, (3.56) 

which are the only independent nonzero components 
of the curvature tensor. Here we have neglected 
all terms in x lower in order than the highest. That 
is, for example, R 1001 should be -6eq[1 - (lj2x)], 
but to the same order of approximation that 
[1 - (ljx)] -+ 1, we have R 1001 = -6eq. 

If we compute Einstein equations we must have 

G". == R". - !g".R = 0, (3.57) 

or since the space is empty of stress energy, 

R = 0, G", = R". 5,0, R". = ga~Rcx".~. (3.58) 

Now since gcx~ is diagonal, gCX~ is also, and thus 
we have 
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Since R iiOi == 0 for our case, we have 

ROi == O. 

N ow for our case, 

R a13a = R a23a == 0; ex = 0,1,2,3, 

and thus we have 

(3.59) 

(3.60) 

(3.61) 

(3.62) 

Therefore, the only nontrivial Einstein equations are 

Rpp = 0 

R'2 = O. 

J.I. = 0, 1,2,3, 
(3.63) 

When the metric of (3.23) is developed in powers 
of l/x, the Einstein equations above are satisfied 
correct up to-but not through-order (I/x). That 
is, Eqs. (3.63) are satisfied more nearly as x ~ co. 

The deviations go as 

(3.64) 

To improve this result to all orders of x is the 
purpose of the next section. The Regge-Wheeler 
results, computed from their expressions gave, III 

the same limits, 

Ra~ "" e[I + O(I/x)]. (3.65) 

Thus it is clear that their result is inconsistent with 
the Einstein equations even if x ~ co. 

E. The Einstein Equations for our Problem 
and Their Solution 

The equations to be obtained are just the equa­
tions corresponding to (3.63). These are five in 
number but they may be related and thus not 
independent. Using the metric given by (3.49) and 
the expressions for curvature, Einstein equations, 
etc., we arrive, after much computation, at the 
required expressions. In these, the angle-dependent 
parts and the angle-independent parts have been 
individually set equal to zero. Thus, potentially, 
from our five nontrivial Einstein equations, we 
could obtain ten equations for the four unknown 'Y w 

However, with only some algebraic manipulations 
we can reduce the number of "independent" equa­
tions to five again. These are; 

!G22 == X"X - l)h£' + x'Y£ 

(3.66a) 

+ (2'Y2 + 2'Y3 + 'Yl - 3'Y0) = 0, 

[x3/2q(x - I)]Goo == x(x - 1)C'Y~' - h~') 

+ 3x('Y£ - hI - !'YO 

5 (' " 2 ') - 2 'Y2 - 2'Y3 - 5'Y1 

(3.66c) 

[x(x - 1)/3 sin2 8]G12 == x(x - I)('Y~ - 'Y~ - hD 
(3.66d) 

(1/ q)G33 == x(x - 1)('Y~' - 'Y~') + x('Y~ + 'Y~ - 2'Y~) 

(3.66e) 

Here the equations Gp~ = 0 are chosen since they 
are somewhat more compact than the equations 
Rp~ = 0. The Bianchi identities 

G~: = 0 (3.67) 

give only two nontrivial expressions, since 

G~: = G~: == 0. (3.68) 

Thus it would appear that, out of four identities, 
there are two independent additional pieces of 
knowledge. However, because the G~v are themselves 
zero, the remaining Bianchi identities reduce to 

G~: = G~; = G~~ + G~~ = 0, 

G~: = G~: = G~~ + G~; = 0. 
(3.69) 

These expressions give essentially combinations of 
the previous equations. However, they lead to the 
elimination of one further expression from the group 
(3.66). It can be shown that 

(3.70) 

That is, in expression (3.66), the equation labeled (d) 
differentiated, plus the equation (a) gives the equa­
tion (e), where all multiplying factors have been 
omitted. Thus we have reduced our problems to four 
equations, for four unknowns; Eqs. (3.66 a-d). 

The equations we have are linear differential 
equations, of which two are of second order, and 
two of first order. Attempts to simplify them 
further have failed and so seem to indicate that 
four independent functions 'Y p are necessary to solve 
them. We try a polynomial series with four in­
dependent degrees of freedom. That is, 

(3.71) 
n-- oo 

- h~ + ('Yl - 'Yo) = 0, 

[x(x - I)/2q]Gll == x('Y~ - 'Y~ + h~) 
+ !('Y~ - 2'Y6 - hD 

In view of the known asymptotic behavior of the 'Y~, 
(3.66b) the series is cut off at n = 2, with values for the 
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A (IL) as given by (3.50). After a great deal of 
manipulation we arrive at the result in closed form: 

'Yo/e = 3x
2 - ~x - i, 

'Y2/e = x
2 + tx - t, 

'Y1/e = -f, 
'Y3/e = x2 

- !x. 
(3.72) 

These expressions, within the framework of the 
approximation-namely e is small, and so terms of 
order higher than one in e are neglected-exactly 
solve Einstein equations to all orders of x. That e is 
small is known, since 

(3.73) 

In terms of the above 'Y", the metric in the interme­
diate Region II (Fig. 1) is 

x": t, x, 0, cp 

di = -(1 - ~)[1 - qe(6x
2 

- 5x - i)] dt
2 

+ (1 - ~rT 1 - 3~q ] dx
2 

+ x{ 1 + e{X(2X - 1) + § (9x - 7)} ] d0
2 

+ x 2 sin2 (I - E{X(2X - 1) 

- § (4x2 + 7x - 7)} ] dcp2, 

with the notation 

E = 2m2M 13R3
, q = 3 cos2 0 - 1, 

2 dR2/2 
dt = 4m2M[(I/R) - (l/Ro)] 

di/2 

(3.74) 

(3.75) 

This metric gives the transition metric for "going 
from a small Schwarzschild mass to a large mass." 
In the limit where x is small, that is, of order 1, 
the metric reduces to the Schwarz schild expansion 
in the parameters of the small mass. That is, to 
recover the metric of the small mass in the absence 
of the large mass, put e '"" 0 and let t be no longer 
related to E. In the limit where x is large, say x > 10, 
we can neglect all powers of x smaller than the 
second, and we get our metric as viewed from a 
massless test particle moving toward a large mass. 
Both limiting cases and the intermediate case 
satisfy Einstein empty-space equations within their 
appropriate limits of convergence. 

The curvature components may be computed for 
this metric and are exhibited below. Here time 

derivatives have been neglected because of their 
"smallness" in agreement with our previous results. 
The components are 

-R1332 = -gex
3 

sin 20 sin
2 

0[1 + 21x + 8!3J ' 
-RlO02 = -gex sin 20[1 - ~ - ~2 - .l.a] , 

2x 8x 8x 

1 [ 1 5 1 ] 
- R 1001 = x3 + 6eq 1 - 2x + 24-;2 + 24xa , 

R 1 + 6€x
3 

[(1 _ ~ __ 1 _) 
- 1221 2(X - 1) (x - 1) 6x 12x2 

+ q(4: + l~x2 - 2ZXa) ] ' 

sin
2 

0 _ 6EX
3 

sin
2 

0 [(1 _ ~ _ ~ __ ) 
2(x - 1) (x - 1) 6x 12x2 

+ q( -1 + I~X. + 4~X2 + 2ZXa)] , 
(x - 1) [( 7 1) 

2X2 + 6ex(x - 1) 1 - 6x + 12-;2 

-R3003 = 

-R2332 = -x sin2 0 - 6EX4 sin2 
(jq 

X [1 + ~ +.l.Z2 - ~aJ. 
7x 24x 24x 

(3.76) 

It is evident from this that if e is negligible in 
comparison with 1, that is if M -> 0, the curvatures 
are just those one would get for an ordinary 
Schwarzschild metric, namely: 

-1 
R 1001 = 7' 

-1 
R1221 = 2(x - 1) , 

R 1331 
-1 . 2 (j 

2(x - 1) sm , 
(x - 1) 

R2002 = + 2X2 

R 3OO3 
+ (x - 1) . 2 0 

2xz-sm , R 2332 = +x sin2 
(j, 

all other R">afi == O. (3.77) 

Here all curvatures are expressed in dimensionless 
units which can easily be put into the standard form. 
For example, 

(3.78) 
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On the other hand, if x» 10, that is, in our terms 
x ~ co (the asymptotic case), we see that the 
expressions (3.76) go into (3.56) as they should. 
That is, we neglect all terms within the square 
brackets which go as O(l/x) or higher. The terms 
which are not multiplied by ~ are neglected, since 
they all go as O(l/x) or higher. Thus, our metric 
gives the right limiting values for the metric and 
for the curvature components as well as satisfying 
the Einstein equations. 

IV. USES OF SOLUTION 

A. Aspects and Comments on the Solution 
Obtained 

We first make some comments on the results just 
obtained. If we list here, for convenience, all the 
approximations and inequalities which we must have 
for our answer to be correct, we have 

(a) Kr
2

,...., ~X2 « 1, (b) Ir
3
(aK/ ar) I «Kr\ (4.1) 

(c) a = (m/M) «1, (d) E = (2m2M/3R3
) «1. 

The first (a) is necessary for our perturbation 
expansion to be valid. The second (b) is needed so 
that we are justified in dropping higher-order terms 
than the second in the Fermi expansion. The third 
(c) is needed in order to apply our results near the 
large mass (R ,...., M), i.e. the small mass moving 
through the neck of the large Schwarz schild singu­
larity. The fourth (d) is necessary in order that our 
procedure for perturbing a Schwarzschild metric be 
valid, since the h",('Y,,) must be small compared to 1, 
and they all depend on the expansion parameter ~ 

(small distortion in shape of neck or bridge in 
Schwarzschild metric). This condition also permits 
our interpretation of the Fermi metric as a boundary 
condition for our perturbation problem. 

Now we can satisfy all these requirements and 
yet obtain an additional piece of information not 
already explicitly shown which is extremely import­
ant. Since the metric components go as (neglecting 
constants) 

and in them, the terms involving ~ are not necessarily 
negligible. We show this below. 

The term R IOOI will be taken as a typical com­
ponent, and x will be assumed large (x > 10) so 
that the asymptotic metric and curvatures hold. 
We have then 

-RIGOl = (l/x3
) + 6~q. (4.3) 

If we compare these terms we will have, for order­
of-magnitude computations only, to compare a 3 to 1. 
Now, we know that ~X2 « 1. However, suppose 
we put in some numbers. We have (limiting ourselves 
to R,...., M) 

~ = (2m2M/3R3
) ,...., (m2/M'j = a2

• (4.4) 

Suppose that a ,...., 10-3 « 1, X ,...., 102 > 10, 
as per our previously quoted values. Thus we have 

(4.5) 

Thus, the curvature component is very importantly 
a combination of the effect due to the mass m(1/x3 

term) and the effect of the background field due 
to M (~ term). If, however, x is small (x f"-' 1), 
then still keeping a ,...., 10-3

, we have 

(4.6) 

Now, the ~ terms in the curvature as well as in the 
metric vanish in importance compared to the terms 
due to the small mass m. Thus, by choosing the 
mass of the small particle in relation to the large 
one properly, we can probe the various regions of 
interest throughout all space. That is to say, since 
we can choose the mass of the small particle ar­
bitrarily, we can make its effects either large or 
small at any given point in space, so long as we 
do not violate the condition Kr2 « 1. 

The evaluation of the deformation of a test sphere 
located at the position of our "test mass" has been 
performed using the Fermi expansion in the preced­
ing paper .14 We now proceed to perform the analysis 
for general x. That is, we use the metric just de­
veloped for the restricted two-body problem. From 
(3.74) we have, if we hold both t and x constant, 

(4.2) di = x2 {1 + ~[x(2x - 1) + (jq)(9x - 7)]} dt 

and since EX
2 is very much less than 1, it would 

appear that in our metric, our expansion is not 
going to change the physics much. That is, we have 
almost flat space anyhow about our geodesic line. 
However, the place where our physics shows up 
the most is not in the metric but in its derivatives: 
that is, in our curvature components (coefficients 
of x2 in tide-producing forces). These give the physics, 

+ x2 sin2 8{ 1 - ~[x(2x - 1) 

- (tq)(4x2 + 7x - 7)1l d'l/' (4.7) 

Let ." denote the relative difference between 
circumferences around the poles and equator. We 
evaluate the arc lengths, expanding the square roots 
as in the previous paper,14 and find the deformation 
coefficient 
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17 = (8B - 8",)/(8B + 8",) 

~ 136E(8x2 + 5x - 7). (4.8) 

If x is large we can neglect all but the term in x2
• 

Putting in the definition of E and x, we have 

3 2m2M r2 Mr2 
17 ~ 16 3R3-· 8 4m2 = 4Rs , (4.9) 

where we have that x > 10. 
This is the same result as the expression obtained 

from the one-body Schwarzschild expressed in 
comoving coordinates gave, as it should be. The 
expression (4.8) gives us a measure of the deforma­
tion over the whole region of interest (Region I, 
II, III) and is thus an extremely useful equation. 
Most interesting is the value of this distortion 
coefficient at the throat (see below) where x = 1. 
For this we have that 

17 = (Mm2/R3)(!) , (4.10) 

which shows that the wormhole neck is more rigid 
than empty space by a factor of 1. 

B. Coordinate Transformation on Metric 
to Obtain Symmetries 

(4.12) 

Here we have put for convenience 

if; = HI + l/y) , w = HI - l/y). (4.13) 

If we let x ---+ co in our expression, we have y ---+ co 

also, so that both wand if; ---+ t. Putting this into 
(4.12), we obtain 

di ~ - [1 - iEqy2] dt2 + -fi[1 - lEq] dy2 
2 

+ i6 [1 + lEy2] d0
2 + -fiy2 

X sin2 0[1 - lEy2(1 - q)] d./. (4.14) 

This is just the expression for the one-body Schwarzs­
child in co moving coordinates if we take into account 
the fact that for y ---+ co, X ~ !y. 

If we now perform an additional coordinate 
transformation given by 

Suppose we perform a coordinate transformation 
on our metric for "two bodies" in order to observe t ---+ t, 
more clearly certain relationships which it is custom-

y = (2r/m) ---+ z = (m/2p) , 

o ---+ 0, (4.15) 
ary to obtain in the case of the one-body problem. 
Let us use the same transformation that takes an 
ordinary Schwarzschild metric into an isotropic 
Schwarzschild metric. That is, the coordinate 
transformationl6

-
19 

t ---+ t, x = (r/2m) ---+ y = (2r/m) , 

o ---+ 0, 

x = a[l + (l/y)Wy· (4.11) 

Performing the necessary operations for transform­
ing a second-order covariant tensor (e.g. the metric 
tensor (I".), we obtain, after some manipulations, 

di = -(~)T 1 - 6Eqy2if;4 

X (1 - 6y5if;2 - 24:2if;4) ] dt
2 

+ (1 - 3~q)if;4 dy2 + y2if;{1 + 2Ey2if;4 

16 L. Landau and E. Lifshitz, Cla88ical Theory of Fields 
(Addison-Wesley Publishing Company, Reading, Mass­
achusetts, 1951). 

17 P. G. Bergmann, Introduction to Theory of Relativity, 
(Prentice-Hall, Inc., Englewood Cliffs, New Jersey, 1942). 

18 G. D. Birkhoff, Relativity and Modern Physics (Harvard 
University Press, Cambridge, Massachusetts, 1923). 

19 L. Infeld and A. Schild, Rev. Mod. Phys. 21, 408 (1949). 

y = l/z, 

and carry out the manipulations just as in the above, 
we observe that the metric expressed in the z 
coordinate system is of the same form as is that 
expressed in the y coordinate system. Thus, the 
metric for z ---+ co is the same as that for y ---+ co 

[Eq. (4.14)] expressed in terms of z. But y = l/z, 
so that if we have covered the region 1 ::; y ::; co, 

we have also covered the region 1 ~ y > 0 since 
that corresponds to 1 ::; z ::; co. Thus the metric 
is found to be symmetric with respect to reflection 
in the world tube y = 1 which thus defines the 
location of the throat. This behavior is exactly the 
same as that observed for the Schwarzschild one­
body problem in isotropic coordinates. Thus, either 
the two-sheeted or wormhole picture is suitable to 
describe our new problem. 

C. Evaluation of the Minimal Imbedded 
2 Surface (Throat) 

If we use the concept of a wormhole3
•
20 or mUltiply 

connected topology, we can ask for the shape and 

20 J. A. Wheeler, Lecture notes in Course on General 
Relativity, Princeton University, Princeton, New Jersey, 
1960. 
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area of a 2 surface imbedded in the space; that is, 
what is the geometry of a cross section of the worm­
hole. We proceed in a manner analogous to that 
used for the study of this surface in the case of the 
one-body problem,21 and in the problem of two 
equal masses (symmetric wormhole).20.22 

The element of area for a 2 surface imbedded 
in a 4 volume is given as l5

: 

dA = aidr/dr/. (4.16) 

Here the coordinates r/ and 7J3 describe the 2 surface 
and a is the determinant of the metric tensor on 
the surface. That is, if the line element is given in 
the 4-space as 

a = 0, 1,2,3, (4.17) 

it is given on the 2 surface by 

ds2 = acd d1Jc d7Jd, c, d = 2,3. (4.18) 

For the 2 surface of interest we hold t const. 
(That is, R = const (= )t' = const). We also look 
for a two-dimensional surface where we hold x = 
const (that is r = const and therefore y = const). 
We have from elementary tensor analysis thae3 

a~a a~~ 
acd = ga~ a7Jc a7Jd· (4.19) 

Because of our metric and the independence of the 
C, we have, after some computations, 

a22 = g22, a33 = g33, a32 = a23 = 0, at = (g22g33)'. 
(4.20) 

Thus, we finally have 

dA = (g22g33)t dO dIP, (4.21) 

having taken 0 and IP as our coordinates on the 
surface. 

If we evaluate this expression using the values 
of g~, from (4.12) we will have 

dA = y2y/ sin 0[ 1 + 2Ey2y/q 

X (1 + y~2 - 2Jy/) ] dO dIP· (4.22) 

Here we have neglected terms of order E2 as in 
all our previous work. Integrating this expression 
from 0 to 211" for both variables 0 and IP, noting 
that if; depends only on y which is constant, and 

21 F. K. ManaJlse and R. Lindquist, "Solutions of Schwarzs­
child Metric" (unpublished). 

22 F. K. Manasse, "Two Wormhole Throat Investigations" 
(unpublished). 

23 J. A. Schouten, Ricci Calculus (Julius Springer-Verlag 
Berlin, 1954). 

that q is the second Legendre polynomial and 
depends only on 0 we obtain exactly, from integrating 
(4.22), 

(4.23) 

This simple expression is independent of E [to the 
present order of approximation in the parameter 
E rv (M m2 

/ R3
) 1 since the terms containing E depend 

on q sin 0 whose average value (i.e. 1/211" nO' q sin 0 dO) 
vanishes. Thus we obtain the same result as for the 
one body-problem21 correct up to the order i. 

N ow, from our symmetry investigations we have 
previously found that the world tube y = 1 rep­
resents the throat of the wormhole. That is, our 
coordinate transformation about this tube leaves the 
metric invariant and this then locates an extremum. 
We can now discover more by differentiating expres­
sion (4.23) in order to obtain a minimum. That is 

(4.24) 

Thus both our symmetry arguments and our 
extremization give the same result, namely, the 
throat occurs at y = 1 and is the minimal surface 
of the space. Putting y = 1 into (4.23) we obtain 

A = 411". (4.25) 

To put this in more customary or unnormalized 
units we must multiply by 4m2

• Thus we finally 
obtain 

(4.26) 

This result is identical with the one-body Schwarzs­
child problem. 

We have shown above that the throat is the 
minimal surface among those surfaces which have 
y = constant (r = constant). However, we can 
remove even this restriction. Eisenhart,15 proves 
that the minimal surface is always found where the 
extrinsic curvature invariant (second fundamental 
form) vanishes. That is, in somewhat more standard 
notation, where 

c, d = 2,3. (4.27) 

For a diagonal metric, K cd, the second funda­
mental form, is proportional to the derivative of 
the metric. From our expression for the metric, 
we see that a22 and a33 depend on the function 

(4.28) 

We have that 

K rv aacd = aacd af . 
cd ay - at ay (4.29) 
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Evaluating allay we have: 

allay = HI - (1Iy2)]. (4.30) 

If y = 1, the world tube of the throat, this quantity 
is evidently zero and consequently the second 
fundamental form Ked is identically zero for this 
value of y. Thus the throat is the minimal surface 
among all submanifolds of the Riemannian 3 space 
t = constant. 

V. CONCLUSION 

We have evaluated the metric and inquired into 
some of the dynamics of a restricted two-body 
problem. The problem was extremely specialized to 
that of one large massive body gravitationally 
attracting a small mass toward it on a "radial" path. 
The curvature in the neighborhood of the small 
particle was viewed as due to two causes. (1) the 
self mass of the small body producing a Schwarzs­
child-like gravitational field (mass parameter m); 
and (2) the "tide-producing" forces represented by 
curvature of space near the small mass because of 
the presence of the large mass (M). This second 
force induced a change in the Schwarzschild metric 
near the small mass so that it would satisfy Einstein 
equations throughout its motion. This change was 
analyzed by a perturbation approach similar to 
that of Regge-Wheeler12 with the "normalized 
curvature" caused by the large mass as the expansion 
parameter [e.g. f rv (m2MIR3)]. 

The Einstein equations for the perturbation were 
solved by noting that the "asymptotic" behavior 

necessary for the two-body problem must be 
identical with the solution of the one-body problem 
cast into comoving coordinates (Fermi normal 
coordinates) . 

Among the interesting results obtained by using 
this perturbed metric is the deformation in shape 
of a small sphere. It is shown that the tidal effect of 
the large mass is significant. However, it is not 
too large to prevent the particle from crossing the 
so-called Schwarzschild singularity at R = 2M for 
a sufficiently small test mass. However, the tidal 
forces grow larger and larger as one approaches the 
essential singularity at R = 0, or the center of the 
large mass. Indeed, the analysis indicates that we 
can get no closer than rv(Mm2)t before disruption 
occurs. What occurs when this happens is a new 
problem which is not analyzed here. This paper 
treats only that regime where the tidal forces can 
be treated as a small perturbation on the intrinsic 
forces which govern the dynamics of evolution of a 
small mass. 
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Quantum-mechanical linear operators have some real-number parameters in them. The differential 
coefficients of functions, including eigenvalues and eigenvectors, of such an operator with respect to a 
parameter are calculable from the differential coefficient of the operator with respect to the parameter. 
The formulas for this purpose are presented together with their proofs. 

1. INTRODUCTION 

ALINEAR operator in quantum mechanics usu­
ally includes some real parameters, which are, 

for example, masses, spacings, and field strengths, 
and which may also be artificial parameters. If one 
of these parameters varies, the linear operator and 
its functions may also vary; these functions can be 
numbers, vectors, or linear operators. Therefore, 

we can think of the differentiation of the functions 
with respect to the parameter. In this article, the 
connection of the differential coefficients of the 
functions with the differential coefficient of the linear 
operator is investigated in a systematic way. Some 
number of formulas and their proofs are presented 
according to the order of reasoning. The same 
subject has been studied, if only partially, by some 
people. For instance, Salem proposed a formula l 

L (K.\ aK/aX \K;)(K;j A \K.) + (Ki\ A \K;)(K;j aK/aX \Ki) = (a/aX)(K i \ A \K.) - (Ki\ iJA/iJX \K.). 
;<"0 Ki - K; 

(This notation is not the same as Salem's. The 
meaning of each symbol will soon become clear.) 
Several already proposed formulas such as this are 
included in the present system of theory as necessary 
parts. 

This theory may serve for calculating the differ­
ential coefficients of functions of a linear operator 
from the differential coefficient of the linear operator. 
It may also be useful in quantum-mechanical 
perturbation theory; in next section, this "param­
eter-differentiation" method is employed. 

In the subsequent sections, most symbols are 
always used in a definite meaning. They are listed 
below. 

A 
Ki 
I K;) 

(Ki \ 
f(z) 

f'(z) 

a real parameter; 
another real parameter; 
a Hermitian linear operator the eigen­
vectors of which form a complete set; 
a linear operator; 
the ith eigenvalue of K; 
the normalized eigenvector of K belonging 
to the eigenvalue K i; 
the vector conjugate with \ K i ); 

a function of z which is a complex number 
when z is a complex number and which is a 
linear operator when z is a linear operator; 
the derivative of f(z). 

K and A are dependent on a single parameter X 
in Sec. II, and dependent on two parameters X and 
Jl. in Sec. III. It is assumed throughout this article 
that the eigenvalues of K are discrete and non­
degenerate (although this assumption is not ab­
solutely necessary for all theorems in this article). 

II. A SINGLE PARAMETER 

[1] 

iJKJiJX = (Ki \iJK/iJX\ Ki). 

Proof. Each side of the identical equation 

f(K.) = (Ki \f(K) \ K i) 

is differentiated with respect to x: 
f'(Ki) aKJax 

= (a (K.\/iJX)f(K) \K.) + (Ki/ iJf(K)/iJX \K i ) 

+ (Ki / f(K)(iJ IKi)/aX) , 

= f(Ki)(a (Ki\/aX) \Ki) + (Ki\ af(K)/ax \K.) 

+ f(K.) (Ki\ (a \Ki)/aX), 

(K./ af(K)/iJx /K.) + f(Ki) iJ(Ki\K.)/ax, 

(K.\ iJf(K)/ax IKi ), (':(Ki\Ki) == 1). 

1 L. Salem, Phys. Rev. 125, 1788 (1962). 

762 
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When especially f(K) = K, the above calculation 
is for deriving the relevant formula. 

Remark. This formula is sometimes called Feyn­
man's theorem. If we want to express (K.I aK/irA IK;) 
in terms of the wavefunctions 1/;. and 1/;; correspond­
ing to the vectors IK.) and IK;), respectively, it 
becomes 

J aK 
1/1, ax 1/;; dT, 

where dT is the volume element of the configuration 
space, and 1/1. is complex-conjugate with 1/; •. 

[2] 

(KI af(K) IK.) = f(K,) - f(K;) (K.I aK IK.) 
• a>.. ' K. - K; • a>.. " 

where i and j may as well be equal, in this case 
{f(K.) - f(K;) }/(K. - K;) meaning f'(K.). 

Proof. The proof in i = j is obtained immediately 
from [1]; that is, 

(K.I af(K)/a>.. IK.) = f'(K.) aK./a>.. 

= f'(K.) (K.I aK/a>.. IK.). 

The proof in i ~ j is made as follows. We note 
that the commutation relation 

f(K)K = Kf(K) 

holds. This equation is differentiated with respect 
to >..: 

(at(K)/a>..)K + f(K)(aK/a>..) 

= (aK/a>")f(K) + K(af(K)/a>..), 
and rearranged: 

K(af(K)/a>..) - (af(K)/a>..)K 

= f(K)(aK/a>..) - (aK/a>")f(K). 

The last equation shows that the commutator 
between K and af(K)/a>.. is equal to the commutator 
between f(K) and aK/ a>... We multiply each side 
of this equation by the vectors (K. I and I K;) from 
the left and right, respectively: 

(K.I K(af(K)/a>..) IK;) - (K.I (af(K)/a>..)K IKj) 

= (K.I f(K)(aK/a>..) IK;) - (K.I (aK/a>")f(K) IK;). 

This becomes 

(K. - K;) (K.I af(K)/a"A IK;) 

= {f(K.) - f(Kj)} (K,I aK/a>.. IK;). 
[3] 

a (K.1 1K-) = (K.I aK/a>.. IKj)} 
a>.. ' K. - K j 

(R./ i...!K.) = (K;I aK/a>.. IK.) 
'a>.. K, - K j 

(i ~ D. 

Proof. When i ~ j, the equation 

(K.I K IKj ) = 0 

holds. This is differentiated with respect to >.. to 

(a (K.l/a>")K IK;) + (K,I aK/a>.. IKj) 

+ (K,I K(a IK;)/a>..) = 0, 
which becomes 

K;(a (K.IN>") \K;) + (K,I aK/a>.. IK;) 

+ K. (K,I (a IK;)/a>..) = o. (a) 

Also, the identical equation 

(K,IK;) = 0 

is differentiated with respect to >.. to 

(a (K.I/a>..) IK;) + (K.I (a IK;)/a>..) = o. (b) 

From (a) and (b), the equation 

a (K;J IK.) = (K,I aK/a>...Jb2 
a"A' K. - J.(j 

follows, of which the conjugate form is 

(R.I a IK;) = (K;! aK/a>.. \K.). 
, a>.. K. - K; 

Remark. If we want the left-hand sides of the 
formulas [3] to be expressed in terms of the wave­
functions 1/;;, 1/;; corresponding to IK.), IK;), they 
become 

[4] It is possible to choose a phase factor of IK.) 
such that 

(K.I a ~.) == o. 
Proof· 

g.e>..) == (K. \ (a IK.)/a>..) 

is assumed to be not identically zero; this is the 
general case. Since 

g.(>") + ii.("A) = (K;I (a 1K.)/a"A) + (a (K;I/a>..) IK.) 
= a(K.IK.)/a>.. = 0, 

g.(>") is purely imaginary. We consider another vector 

IK,)* = {exp i(J.(>")} \K.) 

«(J.(>"): a real function of >..), 

which differs from IK.) only in phase factor. (Let 
the imaginary unit i be distinguished from the 
subscript i.) The conjugate form of this is 

*(K.\ = {exp (-i)(J.(>")} (K.I. 
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After a calculation, the equation 

*(K. I (a IK.)* lax) = g.(X) + i dO.(X)/dX 

is obtained. Therefore, we see that if 

O.(X) = i J g.(X) dX, 

then 
*(K.I (a IK.)*/aX) == O. 

This O.(X) can certainly be real, since g.(X) is purely 
imaginary. 
[5} If the phase factor of IK {) is chosen appropriately, 
then 

a (K.I = L (K.I aK/ax IK;) (KI 
ax i("0 K; - K; , . 

Proof. If the phase factor of IK.) is chosen such 
that 

(Kil (a IKi)/a'A) = 0, 
then 

a IK.)/a'A = L IK;) (K;I ca IKi)/a'A) , 
i(~i) 

where Li<,..o means the summation over all j but i. 
Substituting [3] into the right-hand side, we obtain 
the upper of the relevant two formulas. Taking the 
conjugate form of this, we obtain the lower. 

Remark. The norm of IK.), i.e., (K.jK.), is 
invariant under any alteration in the phase factor, 
but the norm of a IKi)/ax is not, in general. Let us 
consider the vector 

IK.)* = e· B IK.) (0 is a real function of 'A), 

which differs from IKi) only in phase factor. If 
we put 

(K.I (a IKi)/a'A) = g, 

which, we know, is a purely imaginary function 
of X, we have, after a calculation, 

a* (K./ a /Ki)* _ a (K.I a /K.) = dO (dO _ 2' ). 
ax a'A ax a'A d'A dX tg 

It is obvious that the right-hand side is not zero, 
in general. Thus, the norm of a/Ki)/a'A is affected 
by the way of choosing the phase factor of IK.). 
The norm of /K.) is always taken as unity, but the 
norm of a /K,)/ax may no longer be unity. It follows 
from [5] that 

a <Ki/ a /K.) = L j<Ki/ aK/a'A /K;)j2 
a'A a'A ;(>'0 Ki - K; , 

if the phase factor of /Ki) is chosen appropriately. 
It is noted that the right-hand side itself is invariant 
under any alteration in phase factors. 

[6] 

a2~ = 2 L I<Kil aK/a'A IK,W + (K.I a
2
If-- IK.). 

ax i(""J Ki - K; a'A 

(The proof of this is given in the "remark" below.) 

[7] 

a3~i = 6 L L (aK/a'A);;(aK/a'A);kcaK/a'A)ki 
a'A i(,..i) k( .. i) (Ki - K;)CKi - K k ) 

- 6(aK/a'A).i L l(aK~a'A)iiI2 
i( .. i) Ki K; 

+3 L (aK/a'A)i;ca2K/a'A2);i+ca2K/a'A2);;caK/a'A);i 
i("0 Ki- K ; 

+ ca
3
K/a'A

3
)ii' 

where caK/a'A)i;, etc., are (K./ aK/a'A IK;), etc., 
abbreviated. 

Remark. Below is given a general method for 
obtaining the formula which enables us to calculate 
anK.ja'An (n: an integer) from eigenvalues of K and 
matrix elements of amK/a'Am (m: an integer) based 
on the eigenvectors of K. This method is (i) to dif­
ferentiate each side of the formula for an-1K.ja'An

-
1 

with respect to 'A, and then (ii) to use [1] and [5] for 
the forms a(K;I/a'A, a IK;)/a'A, and aK,.ja'A that 
necessarily appear as a result of (i). For instance, in 
order to obtain the formula for a2K.ja'A2, we dif­
ferentiate each side of [1] with respect to 'A: 

and then substitute [5] into the right-hand first and 
third terms. We, thus, obtain the formula [6], 
which was first proposed by Epstein. 2 In order 
to obtain the formula for a3IC/a'Aa

, we differentiate 
each side of [6] with respect to 'A: 

a3~. = 2 L ~ (Kil aKla'A IK;> (K;I aK/a'A IK,) 
a'A ;("'J a'A K; - K; 

a a2K 
+ a'A (K;I ax2 IK.). 

The right-hand second term becomes 

2 S. T. Epstein, Am. J. Phy8. 22, 613 (1954). 
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and the first term becomes 

2 L.: ~ (K;I aK/a'A IKi)(K~1 aK/a'A IKi) 
j(>'il o'A Ki - K; 

= 2 ;t;) [K. ~ K; {a ~~il ~~ IK;) (K,I ~~ IKi) 

a2K. aK + (Kil a'A2 IK;) (K;I i»: IK;) 

+ (KI aK a IK;) (KI aK IK) 
• a'A a'A 'a'A • 

+ (KI aK IK) a (K;/ aK IK) 
• a'A ' a'A a'A • 

aK a2K + (K;I i»: IK;) (K;I a'A2 IKi) 

+ (KI aK IK) (KI aK a IKi)} 
• a'A ' 'a'A a'A 

+ (Kil aK/a'A IK;) (Kil aK/a'A IK;) 
(Ki - KY 

X (a!; - a!.) 1 
Subsequently, [1] and [5] are used for the forms 
a (K;I/a'A, a IK;)/a'A, and aK;/a'A. The final result 
is given in [7]. We can, in this way, obtain the 
formula for anK,ja'An

, with as high an n as we want, 
only by the repetition of differentiation with 
respect to 'A and replacement by [1] and [5]. Now 
a commentary must be made on the question of 
phase factors; for, the equations in [5] are valid 
only for certain particular phase factors. We 
temporarily assume, for the use of these equations, 
that the phase factors of all IK;) are chosen such 
that (K;I (a IK;)/a'A) == O. The formula for anK,ja'A" 
obtained iF!. this way is, however, invariant under 
any alteration in phase factors, since any vector 
is seen in a pair with its conjugate vector. Therefore, 
the above assumption is unnecessary for the validity 
of the formula; or the formula is valid for any 
phase factors. 
[8] When E and V are Hermitian linear operators 
and H = E + V, then 

f(H,) = f(E.) + f'(Ei) Vii + 1'(Ei) 

X L.: Vi; V;i + !t"(E.) V:. 
j(,..') Ei - E; 

+ "', 
where V.;, etc., are (E.IVIE;), etc., abbreviated. 

Proof. We put 

K('A) = E + 'AV; 

then 

aK/a'A = V, 

We regard f(Ki) as a function of 'A and apply to it 
Taylor's expansion: 

f[Ki('A + ~,,)] = t[K;('A)] + ~" af(K,)/a'A 

+ ! ~'A2 a2t(K;)/o,,2 

+ t ~'A3 a3f(K i )/o,,3 + 

In order to evaluate the coefficients af(K;)/a", 
a2f(K;)/o'A 2

, etc., we modify these as 

af(K;) /0" = l' (K i) aK,j 0", 

a2f(K,)/a,,2 = t'(K,) ;lK,ja'A2 

a3f(K;)/a,,3 = f'(Ki) a3K,jo,,3 

+ f"(K;) (aK,ja';.,y , 

+ 3f"(K;)(aK,ja'A)(a2K,jo,,2) 

+ f"'(K,)(aK,ja'A)3, 

and then replace aK,ja'A, a2Kja,,2, etc. In the 
right-hand sides by 

aK,jo" = Vii (from [1]), 

a2K;/o,,2 = 2 L.: Vi; V;;/(K. - K;) (from [6]), 
i<F'i) 

" V" V·· - 6V ii .4.J (K ~ K.)2 (from [7]). 
,(;<It.)... J 

If we especially put 'A = 0 and ~" = 1, we obtain 
the relevant formula. 
[9] If the phase factor of IK.) is chosen appropriately, 
then 
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_ 2 (K;I aK/a'A IK.) (K,1
2
aK/a'A IK.) 

(K. - K;) 

+ (K;I a
2
K/a'A2 IK.)} 

K. -K; 

IK.) L: J(K.I aK/a'A IKk)\2. 
k(,..O Ki - Kk 

(The proof of this is given in the "remark" below.) 
[10] If the phase factor of IKi) is chosen appro­
priately, then 

(K;I aa 1l}J = 6 L: L: caK/a'A);kcaK/a'A)k,caK/a'A)z. 
a'A k("O / (,,0 (K. - K,)(Ki - Kk)(Ki - K,) 

_ 6 L: { ! + 1 2}(aK) (aK) (aK) 
k(,...) (Ki - K j) (K. - Kk) (K. - K;)CK. - K k) a'A;k a'A h. a'A ii 

_ 6 (aK/a'A);'2 L: IcaK/a'A).hI
2 

_ 3 caK/a'A)j' L: \caK/ a'A)ik\2 
(Ki - K j) k(,...) K. - Kk Ki - K; k(,..O Ki - Kk 

+ 6 (aK/a'A);icaK/~'A)~i + 3 L: caK/a'A)jk(a2K/a'A2)ki + ca2K/a'A2);k(aK/a'A)ki 
(Ki - K j) k(,..O (K. - Kj)(Ki - Kk) 

_ 3 (aK/a'A);i(a
2
K/a'A

2
);, + (a2

If-/a'A
2
)j,caK/a'A)ii + (a

3
K/a'A3)ji (i .,t. JJ, 

(Ki - K;) Ki - K j 

where (aK/a'A)ik, etc., are (Kil aK/a'A IKk), etc., 
abbreviated. 

Remark. We can obtain the formula which enables 
us to calculate an IKi)/a'A" from the eigenvectors 
and eigenvalues of K and the matrix elements of 
amK/a'Am based by the eigenvectors of K. The 
method is similar to that for a"K;/a'A"; we have 
only to perform the differentiation of the formula 
for a"-l IKi)/a'A,,-l with respect to 'A and the replace­
ment by [1] and [5]. For the use of [5], we temporarily 
assume that the phase factors of all IK j ) are chosen 
such that (K;! (a IKj)/a'A) == O. But it is found 
that the final formula for an IKi)/a'A" obtained in 
this way is invariant under any alteration in the 
phase factors of all IK;) except IKi)' (For, any 
vector IK;) other than IKi) is always seen in a pair 
with its conjugate vector (K;I.) Hence, for the 
validity of our formula, only the phase factor of 
IKi) must satisfy the above requirement. [9] gives 
the formula for a2 IKi)/a'A2

, which was first proposed 
by Epstein.2 [1OJ gives the formula for a3 IKi)/a'A'. 
[11] Let E and V be Hermitian linear operators, 
and let H = E + V. If the phase factor of IHi) 
or lEi) is chosen appropriately, then 

" V·· IHi) = lEi) + jf.;:) IE;) Ei ~'E; 

+ the second-order term 

+ the third-order term + 
the second-order term = 

L:-JIEj) { L: V jk Vhi _ V;i V" 2} 
j("ij k(,..O (Ei - Ej)(Ei - Ek) (Ei - E j ) 

1 IE)" V ik Vki 
-"2 i k{;::) (Ei - Ek)2 , 

the third-order term = 

L: IE;) [L: L: V jk V k
, Vii 

j(,..., k(,.i) 1(,..0 (Ei - Ej)(Ei - Eh)(Ei - E,) 

- kf,;) {(Ei - E}(E i - Ek ) 

+ (Ei - Ej)~Ei - ESi}V;k Vki Vii 

Vji "Vik V ki 
- -' .... ..J (Ei - E;)2 k("i) Ei - E~ 

_.! Vji L: V ik Vki 

2 Ei - E j k(,..i) (Ei - Ek)2 



                                                                                                                                    

QUANTUM-MECHANICAL LINEAR OPERATORS 767 

+ Vii Vii Vii] 
(E. - E j )3 

+ !E.) [ -t kt;) It;) {(Ei - Ek)~Ei - E z) 

+ (E; - Ek)~Ei _ Ez)~} V ik V kl Vii + Vii 

X L V.kVki aJ. 
k("') (Ei - E k ) 

Proof. We put 

K(X) = E + AV. 

When (al is an arbitrary vector not dependent on X, 
(a/K.(A» is a complex-number function of X. We 
expand (aIKi(A + aX)} into a Taylor's series: 

(aIKi(A + aA)} = (a/K.(A» + aX(a(alK.)/aA) 

+ !ax2«i(aIKi )/aX2
) + ~aA3(a3(aIKi>/aXa) + .... 

The right-hand side is equal to 

(al {IKi(A» + aA(a 1K.)jaA) + !aA2(a 2 1K.)/aA2
) 

+ t&3(a3 1K.)/aX3
) + ... }. 

We remove (a/ from the above equation: 

IKiCA + aA» = IK.(A» + aA(a IK.)/ax) 

+ !a)..\a2 IK i )/aX2
) + taX3(a3 IK;)/aX3

) + ., .. 
If we here use [51, [9J, and [10J, and put X = 0, 
aX = 1, then we obtain the relevant formula. 
It may be obvious that, for the validity of this 
formula, there must be a certain relation between 
the phase factors of IE.) and IHi)' 

Remark. This formula is well known in the conven­
tional perturbation theory. But the methods of 
derivation are not the same. In the conventional 
standard method, the expansion of IHi ) is advanced 
in conjugation with the expansion of Hi' Therefore, 
if one of the two expansions is suspended at a 
certain order of approximation, it is impossible to 
put the other expansion as forward as we want. 
In the present method, which is the same as Epstein 
proposed,2 the two expansions are advanced, quite 
separately and only by the repetition of differentia­
tion with respect to X and replacement by [11 and [5J. 

[12} 

(K.I a
2

f(K) IK.) =" 2 
'aA2 

, +' K, - K,. 

X {fCKi) - f(Kx) _ f(Kk ) - f(K i )} 

K. - Kk Kk - K,. 
aK aK 

X (Kil ~ /Kk) (Kkl ~ IK;) 

+ fCK,) - f(K/) (KI elK IK) 
K, - Ki • a'A2 , , 

where i and j may as well be equal. (The proof 
of this is given in the "remark" below.) 

[13] 

a
3
f(K) [ 1 

(Kil aXa IK j
) = 6 ~ ~ Ki - K, 

X {fCK,) - f(Kk ) _ teKk ) - f(KI)} 
K, - Kk Kk - Kl 

_ 1 {f(Kk) - fCK I ) _ feK I ) - f(Kil}] 
Kk - K,. Kk - KI Kl - K; 

X (aKja'A)ik(aK/aA)kl(aK/aA)li 
K, - K,. 

+ 3 r; 1 {fCKi) - f(K k) 

k Ki - K; If., - Kk 

_ f(K k ) - f(K;)}{(aK) (a
2 I$.) 

[(;. - K j iJ'A ik a'A V 

ki 

+ (a
2I[) (aK) } + t(Ki ) - fCK;) (a

3If) , 
a" ik aA k; K, - K; a'A ij 

where i and j may as well be equal. 
Remark. Differentiating the equation 

f(K)K = Kf(K) 

with respect to A successively, we have 

= (l If. fCK) + 2 aK af(K) + K a'lf(K) 
Of...2 aA af... of... 2 , 

a
3
f(KJ K + 3 a2fClfl aK + 3 af(K) a24. + f(K) as 4. 
aAa aA2 a'A aA ax2 aA s 

= aaK fCK)+3 (N,f af(K) +3 aK a
2
f(K) + K aSf(K) . 

aA3 a'A2 a'A all. ax2 aAIi 

Multiplying each side by (K,I and IK,.) from the 
left and right, respectively, we get 

afCK) aK 
K, (Kil a~ IK;) + f(Ki) <Kd aA IK;) 

= f(K;) (K,l :~ IK;) + K.(Kil iJf~I[> IK,), 

K. (K·I a
2

f(K) IK) + 2 <K.I iJf(K) aK IK.) 
, • ax 2 / • aA _" a" 1 

a2K a'lK + f(K,) ([(.1 0'>\2 IK;) = f(K j ) (K,l a,,2'IK;) 

+ 2 (K·\ aK af(K) IK.) + K. (K.l a
2

f(K) IK.) • a'A aA 1 •• all." , , 
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K; (Kd a~~1f) !K;) + 3 (K.! a~~If2 :~ !K;) 

af(K) a2K a3K + 3 (K.I ~ aJ .... 3 IK;) + feK,) (K.I o'A3 IK;) 

ilK a2K af(K) 
= f(K;) (K.! a'As1K;) + 3 (K.\ a'A2 ~ IK;) 

aK a2f(K) ilf(K) + 3 (K.! ~ fi}.."2 IK;) + K. (K.! ifX3 !Kj). 

The first equation leads to [2]. In the second equa­
tion, we note 

(K I at(K) aK IK.) 
• o'A a'A ' 

and use [2] for the right-hand sides; the final result 
is given in [12]. In the third equation, we note 

(K .! !i~Ii aj(K) IK \ 
'a'A2 a'A ,/ 

o2K at(K) 
= t= (K;I a'Az IKk) (Kkl iiA IK;), 

(K.! aK a
2
f(K) IK) 

• a'A a'A2 
, 

and substitute [2] into the upper right-hand side 
and [12] into the lower right-hand side; the final 
result is given in [13]. [12] and [13] are valid even 
in case of i = j, as [2J is. In this case, if we use 
the following equations, in elementary analytics: 

lim f(a) - f(x) = f'(a) , 
$-a a-x 

lim _1_ {tea) - feb) _ feb) - fCx)} 
~~aa-x a-b b-x 

_1_ {f'ca) _ fea) - t(b)} , 
a-b a-b 

lim [_1_ {tea) - feb) _ feb) - fCC)} 
"~4a-x a-c a-b b-c 

_ {feb) - fCc) _ fCc) - f(X)}] 
b-x b-c c-x 

= _1_ [_1_ {rca) _ tea) - feb)} 
b-c a-b a-b 

__ 1_ {f'(a) _ tea) - t(C)}] , 
a-c a-c 

where a, b, c, and x are real numbers, then we can 
write [121 and [131 as 

(K;I a21~If) !K;) = 2 ~ {tl(K;) _ t(~~ =: ~~k)} 

X I(Kil~~~a~~k)12 + f'(K;) (K;! a2Kja'A2 IKi }, 

(K.I a
3

t(K) IK) • o'A 3 , 

_ 1 {tl(Ki) _ fCK;) - f(KI)}] 
K; - Kl K; - Kz 

X (aKja'A)ik(aKja'AhICKjo'A)li 
Kk - Kz 

+ 3 L: -~- {fl(Ki) _ f(K,) - fCKk)} 
k Ki - Kk K. - Kk 

X {(aK) (a2li) + (,iIi.) (oK) } 
o'A ik a'A

2 
k' o'A2 ik a'A ki 

respectively. The expression 

1 {f'(K,) _ f(R;) - f(Kk)} 

K. - Kk K, - Kk 

within the right-hand sides means !f" (K;) when 
k = i; the expression 

1 [ 1 {f'(K;) f(K;) - f(Kk)} 
Kk - Kz K; - Kk K. - K" 

- ~ {f'CK;) - f(Ki} - f(Kz)}] 
Ki KI K, - KI 

means 

2 2 {f'(Ki) + t'(Kk ) _ f(K) - f(/f.k)} 
CK; - K k ) 2 K, - Kk 

when l = k, and, further, means if"'(K,) when 
l = k = i. 

The formula for (K,J a"t(K)/oX" JK;) can also 
be derived by differentiating the formula for 
(KI an-1fCK)/a'A .. - 1 IK;) with respect to 'A and 
then using [1] and [5], as in the case of a"K;/o •• 
and iJ"IK. )jiJ'A". The form, however, of the formula 
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as directly obtained by this method is considerably 
different from the previous form so that the new 
form does not readily remind us of the previous 
one. It may be more convenient to employ the 
previous method, since a more elegant form of the 
formula is obtained with less effort. 
[14] When E and V are Hermitian linear operators 
and H = E + V, then 

Proof. We put 

K(A) = E + AV. 

When (al and Ib) are arbitrary vectors not dependent 
on A, (al f[K (A)] Ib) is a complex-number function of 
A. We expand (al f[K(A + 6A)] Ib) into a Taylor's 
series: 

(al f[K(A + LlA)] Ib) = (al f[K(A)] Ib) 

+ LlA(ajaA) (al f(K) Ib) 

+ !6A2(a2jaA2) (al f(K) Ib) 

+ i6A3(a
3
jaA3) (al f(K) Ib) + 

[15] 

Since 

the above equation becomes 

(al f[K(A + 6A)] Ib) = (al f[K(A)] Ib) 

+ LlA (al af(K)jaA Ib) 

+ !6A2 (al a2f(K)jaA
2 Ib) 

+ i6A3 (al a
3
f(K)jaA

3 
Ib) + 

This equation holds, even when (al = (Ki(A) I and 
Ib) = IKj(A». Hence, 

(K,(A) I f[K(A + 6A)] IK;(A» 
af(K) 

= f[K.(A)] (Ki(A)IK;(A» + 6A (Kil ~ IK j) 

+ .t6A2 (K"I a
2

f(K) IK) 
2 • aA2 , 

+ i6A3 (K.I a3~~If) IK;) + 

If we here use [2], [12], and [13], and put A = 0, 
6A = 1, then we get the relevant formula. 

Remark. The above formula is valid even when 
i = j. In this case, it can be written as 

(E;I f(H) IE;) = feE;) + f'(E.)V;; 

+ L: {f'(E.) - feE;) == f(Ek)} ;;~h 
k Eo Ek E. Ek 

+ L: L: [, 1 {f'(E.) _ f(E.) - f(Ek)} 
k I E. - Ek E. - Ek 

_ 1 {f'(E.) _ feE;) - f(EI)}] V;k Vk/ VI; 
E; - EI E; - EI Ek - EI 

+ .... 

~ (K;I A IK.) = L: (K;I aKjaA IKj)(K;/ A IK;) + (K./ A IK;)(Kjl aK/aA IK;) + (K;I aA IK.). 
aA j(,.ij K; - K j aA 

(The proof of this is given in the "remark" below.) 

[16] 

a
2

A.ii _ 2 L: L: 1 
aA2 

- j(,.o k(,.;) (K. - K;)(K. - K k) 

X {(aK) (aK) A k" + (aK) A "k(aK) 
aA .; aA ;k' aA;j' aA k. 

+ Ai;(:~) j:~t} 
_ 2 L 1 2 {(aK) (aK) A j• 

j(,..') (K. - K j ) aA;i aA 'j 

+ 2 L: (aKjaA).,(aA/aA)j. + (aA/aA);;(aKjaA)i. 
j("i) K; - K j 

where A.;, (aKjaA).;, etc., are (K.t AI K j ), 

(K.I aK/aA IK;), etc., abbreviated. 
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Remark. If (Ki/ A /Ki ) is differentiated with 
respect to ~ simply, then 

(a/a~) (K;/ A IKi) = (a (Ki /la~)A IKi) 

+ (Kil A(a IK)/a~) + (Kil aA/ax IK.), 

a2 
_ _ a2 (K.I a2 /K) axa (K,I A IK,) - ax2 A IKi) + (KI A ax2 

+ 2 a (K/ A B /Ki) + 2{a (K/ aA IK.) 
ax a~ ax ax • 

BA a /K)} a
2 
A + (KI ax~ + (Kil a~2IK). 

If [5] and [9] are substituted into the right-hand 
sides, [15] and [16] are obtained. These formulas 
are valid for any phase factors. [15] was first proposed 
by Salem.l His intention was different from ours. 
That was to reduce the sum over all /K;), except 
IKi ), to a simpler expression which depends on the 
properties of /K i) alone. Therefore, he described 
this formula in the form as shown in Sec. 1. 

[17] 

Tr ",(K) af~~) = Tr ",(K)f'(K) :~ , 

where", and f are arbitrary functions. 

Proof· 

Tr ",(K) af(K)/ax = L: (K I ",(K) af(K)/ax IK) 

[18] 

i 

L: ",(Ki) (K; / af(K)/ax IKi) 

L: ",(Ki)f'(K) (Ki/ aK/ax /Ki) (by [2]) 

L: (Ki/ ",(K)f'(K) aK/ax /K) 
i 

Tr (K) a
2

f(K) 
'" ax" 

af'(K) aK I a2K 
= Tr ",(K) ~ ax + Tr ",(K)f (K) B}" 2 

+ T B",(K) f'(K) aK _ Tr B",(K) Bf(K) 
r B}" ax BA a}..' 

where", and f are arbitrary functions. 
Proof. Differentiating the left-hand side of Eq. 

[17] with respect to A, we have 

(a/aX) Tr ",(K) af(K)/a}.. = Tr (B/BX)",(K) afCK)/BA 

= Tr ",(K) a2f(K)/ax2 

Differentiating the right-hand side of [171, we have 

(a/aX) Tr ",(K)f'(K) aK/aA 

= Tr (a/aA)",(K)f'(K) aK/ax 

= Tr ",(K) (af' (K)/aX) (aK/aX) 

+ Tr ",(K)f'(K) a2K/ax2 

+ Tr (a",(K)/aX)f'(K)(aK/aA). (b) 

Equating (a) and (b), we obtain the relevant 
formula. 

Remark. We cannot expect the general validity 
of the equation 

Tr ",(K) a
2

f(K) = Tr ",(K)t"(K)(aK)2 
ax2 ax 

ilK + Tr ",(K)f'(K) ax2 , 

but only of Eq. [18]. In case of ",(K) = 1, [171 
becomes 

Tr af(K)/aA = Tr f'(K) aK/ax, (c) 

and [18] becomes 

Tr a2t(K)/aA2 = Tr (af'(K)/aA)(aK/aX) 

+ Tr t'(K) a2K/aA2. (d) 

Even in this case, we cannot expect the general 
validity of the equation 

Tr a2t(K)/aX2 = Tr t"(K)(aK/aX)2 

+ Tr f'(K) ilK/aX2. (e) 

In order that (e) is valid, the right-hand first term 
of (e) must be equal to the right-hand first term 
of (d): 

Tr t"(K)(aK/aA)2 = Tr (at'(K)/aA)(aK/a~). 

But this is, in general, not the case, although the 
equation 

Tr f"(K) aK/aA = Tr af'(K)/aA 

is valid by (c). 
Remark. If K = E + A V, where E and V are 

Hermitian linear operators not dependent on A, 
then [17] becomes, at X = 0, 

Tr ",(E) [at(E + x V)/aAh_o 
= Tr ",(E)f' (E) V. (f) 

Tr ",(E)f(E + ~ V), which is a complex-number 
function of A, may approximately be developed as 

Tr ",(E)f(E + X V) ~ Tr ",(E)t(E) 

+ Tr (B",(K)/aA)(af(K)/aX). (a) + X[(a/aA) Tr ",(E)t(E + A V)h-o. (g) 
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If in (g) we put X = 1 and use (f) for the right­
hand second term (= Tr ep(E)[al(E + XV)/axh_o), 
then (g) becomes 

Tr ep(E)/(E + V) ~ Tr ep(E)/(E) + Tr ep(E)f' (E) V. 

This approximation formula can also be obtained 
by use of [14]. 

[19] 

Tr (K) al(K) ag(K) = Tr (K) ag(K) at(K) 
ep oX oX ep aA aA' 

where ep, I, and g are arbitrary functions. 
Proof· 

Tr ep(K) (aICK)/ax) (ag(K)/aX) 

= L Lep(K,) (K; I of(K)/OX IK;) (K;I og(K)/oX IK,) 
i i 

= L L ep(K,){f(K;) - f(K;)} 
i i 

x {g(K,) - g(KI)}(Ki - K I)-2 

X (K,I aK/oX IK;) (KII oK/oX IK,) (by [2]). 

The last expression is, obviously, unaffected by the 
interchange between f and g. Hence, the relevant 
formula holds. 

The present theorem can also be proved as 
follows. We differentiate the identical equation 

f(K)g(K) = g(K)f(K) 

with respect to X two times, and then multiply each 
side of the resultant equation by ep(K) from the 
left, and finally take the trace of each side. The 
result is 

Tr (K) a
2
f(K) (K) + 2 T (K) of(K) ag(K) 

ep oX 2 g r ep oX oX 

+ Tr ep(K)I(K) 02~~I[J = Tr ep(K) a2~~) f(K) 

+ 2 Tr (K) og(K) qJ(K) + T (K) (K) 02f(K) . 
ep oX oX r ep g OX2 

The left-hand first term is equal to the right-hand 
third term; for, 

Tr ep(K)(02/(K)/oX2)g(K) = Tr g(K)ep(K)(02/(K)/oX2) 

(by the commutability inside the trace) 

= Tr ep(K) g(K) (02f(K)/OX2) 

(by the commutabiIity between ep(K) and g(K». 
Similarly, the left-hand third term is equal to the 
right-hand first term. Consequently, the second 
terms on both sides are equal. 

III. TWO PARAMETERS 

[20] 

02K, = L (K,I oK/aX IK;)(K;I aK/ap. IK,) + (K,I aK/ap. IK,.><K;I aK/oXJ!£l + (K.I 02K IK,). 
ax ap' ;( .. i1 Ki - K,. ax O/J. 

Proof. The equation (from [1]) 

is differentiated with respect to X to 

o2K. = 0 (K-.J aK IK.) + (K.I a
2
K IK) + (KI aK a IK,). 

oX ap' oX Op.· • oX O/J.· • Op. oX 

Substituting [5] into the right-hand first and third terms, we obtain the relevant formula, which is valid 
for any phase factors. 

Remark. This formula was first proposed by Brown.3 Generally, omenKjoX m o/J.n (m, n: integers) call 
also be evaluated in a similar way. 

[21] 

KI 02 IK.> = L (K,.I oK/ax IKk><Kkl oK/o/J. IK.) + <Kt! oK/op. IKk><K.LgK/aA IK.> 
< , ax o/J. k("i) CK, - KI)(K. - K k ) 

_ (K,I oK/oX IK;)(K./ oKja/J. IK.) + <K~I oK/a/J. IK.)(K,I oK/at.. IK,> + (K;I 02K/ax all- IK,) 
(K. - K;) K, - K; .,,"t; 

+ (K,I oK/oX IK.) (K,I a IK.) + (KII aK/a/J. IK;) (K./ a IK.> (i"" j). 
K. - K; a/J. K. - K; ax 

I W. B. Brown, Proc. Cambridge Phil. Soc. 54, 251 (1958). 
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Proof. The equation (from [3]) 

(K-/ a /Ki) = (Kjl aK/af.!. IK.) 
'af.!. K, - K j 

is differentiated with respect to A to 

(K./ a
2 IK.) + a (Kil a IK i) = a (Ki I aK/af.!. IKi) 

, aA af.!. aA aJ.!. aA K. - Ki 

+ (Kil aK/aJi. a [Ki) + (Kil a2K/aA af.!. IKi) 
Ki - K j iJ"A K; - K j 

+ (KiJ aK/aJi. IK.) (aKi _ aK;). 
(Ki - KY a"A a"A 

The right-hand last term is subjected to the replace­
ment [1]. The left-hand second term and the right­
hand first and second terms are, respectively, 
modified to 

a (Kjl a IK.) = L: a (Kil/KkHK
k

/ a IK.) 
a"A af.!. k(,.i. j) aA af.!. 

+ o(Kj/IK.)(K-l a /Ki)+o(KiIIK)(K.lo IKi) 
a"A • • af.!. a"A ' , aJ.!.' 

a (K;I aK/af.!. IK i ) = :E a (K;I IKk) a"A K. - K j k(,oj) a"A 

x (Kkl aKjaf.!. IKi) + a (KiI
IK

) (Kil iJK/af.!. jK i) 
K, - K; aA' Ki - Ki ' 

which differs from IK,) only in phase factor, and 
we put 

(Kil (a IKi)/aA) = g" (Ki I (a IKi)/af.!.) = hi, 

*(K. I (a IKi)* /a"A) = gr, *(K. I (a IK.)* /af.!.) = ht, 

which are, we know, purely imaginary unless zero. 
Between gi and g~, and between hi and h~, there are, 
obviously present, the relations 

gr = gi + i aO,ja"A, ht = h. + i aO,jaf.!.. 

Hence, the equation 

ahva"A - agvaJ.!. = ah,jaA - ag,jaf.!. 

must hold. This shows that the function of A, f.L 

ah. ago _ a (K.I a IK i) a (K.\ a IK.) ax - a;; = aA ---a;;- - aJ.!. ~ 

is independent of a particular phase-factor function 
chosen. Now, let us suppose the possibility of 
realizing (a) by choosing an appropriate phase­
factor function of IK i ), or the presence of a phase­
factor function O. satisfying 

g, + i aOJaA == 0, hi + i aO,jaJ.!. == 0, (b) 

for given gi and hi. Then we see that there is a 
necessary condition, 

ahJaA - agJaJ.!. == 0, ( c) 
(K,-I aK/af.!. a IKi) = L: (KiJ aK/of.!. IKk) (Kkl 
Ki - K j aA k(,o.) K, - Ki or 

X a IK.) + (Kil aKjaJl. IK.) (KI a IK.). 
o"A K. - Ki • iJ"A 

Subsequently, these right-hand sides are subjected 
to the replacement [3]. 

Remark. In this proof, [3], not [5], has been used; 
the use of [5] is hazardous in the present instance, 
since [5] is connected with a phase-factor require­
ment. The formula [21] is valid for any phase 
factors. In the case of a single parameter, we saw 
the presence of a phase-factor function satisfying 

(K.I (iJ 1K.)/a"A) == 0. 

If, in the case of two parameters also, we could 
choose a phase-factor function of IKi) such that 
simultaneously 

(K,I (a IK,)/o"A) == 0, (K.I (a 1K.)/oJ.!.) == 0, (a) 

then in the formula [21] we could always make 
absent the right-hand last two terms. 

Let us examine this possibility. We set up another 
vector 

JKi)* = (exp iOi) IK.) (0.: a real function of A, J.!.), 

Cd) 

This condition is, obviously, also sufficient; if it is 
satisfied, the two equations of (b) are simultane­
ously satisfied, for example, by 

Oi(A, f.L) = i f g.(A, J.!.) d"A + i l~ hi(O, J.!.) df.!.. 

Condition (d) can also be replaced by 

iJ (KiJ a IKi) = 1 
a"A aJi. - rea. (e) 

If the wavefunction 1/;. is used in place of IK.), 
Cd) and (e) become, respectively, 

J (a1{;i a1/;i - a1{;i a1/;i) d == ° 
a"A ajJ. aJ.!. a"A T , 

J a1{;. a1/;i iii: -a;; dT == real. 

(d') 

(e') 

It depends on cases whether the above condition 
is satisfied or not. It may readily be found that 
if 1/;i is real, (d') or (e') holds. 
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Let us consider a one-dimensional problem. K is 
expressed in terms of the canonical coordinate x and 
momentum p as 

K = ap2 + bp + U(x) I 

where a, b are real numbers and include X, j.L, but 
do not depend on x; U(x) is a real function of x 
and also may depend on X, j.L. If ""(x) is the eigen­
function belonging to an eigenvalue K' of K, then 
the differential equation 

{~ + ib !i _ -.L (U - Kf)}"" = 0 
dx2 ha dx h2a 

holds, where p has been replaced by -ih(d/dx). 
This equation has solutions of the form 

(3 = b/2ha, 

where cp(x) is a real function of x satisfying the 
differential equation 

{ d
2 

_ _ -~- (U _ K' - li)}cp = 0 
dx2 h2a 4a' 

and is normalized: 

",,(x) may depend on X and j.L. For this ",,(x), the 
left-hand side of (d') becomes 

. a{3 a f~ 2 d . afj a f'" 2 dx 
'/, ax aj.L _00 xcp x-'/, aj.L ax -co Xcp . 

We here assume that U(x) is an even function in 
some domain of X, p.. Then, ",,(x) is obviously an 
even or odd function in this domain. Hence, the 
above integral is identically zero and condition (d') 
is satisfied. Thus, we see that if U(x) is an even 
function in some domain of X, j.L, then (d') is satisfied. 
We next consider the case that U (x) is not a complete 
even function but an asymmetric one. Let us also 
take p. = (3. Then, cp(x) may be neither even nor 
odd, and the left-hand side of (d') which becomes 

. a f'" 2 d -'f,- X<,O x 
ax _'" 

may be a function of X, {3 not identically equal 
to zero. Thus, in this case, condition (d') may not 
be satisfied. 

[22] The function of A, p. 

a (Kd a IK,> _ a (K,j a IK.) 
ax ap' ap' ax 

is independent of a particular phase factor of !K,) 

chosen. The identical equality of this to zero is the 
necessary and sufficient condition for the presence 
of some vector IK.)* that differs from IK.) only in 
phase factor and satisfies 

*(K.I a IK,)* == 0 • ax I 
*(K, I a IK,)* == 0 

aj.L 

simultaneously, (This theorem is a result of the 
consideration in the "remark" above.) 
[23] If the phase factor of IK.) is chosen appro­
priately, then 

(K/ a2 IK,) 
• ax ap' 

_ L: (K.I aK/ax IK;) (K;! aKjaJ.L IK,) 
;("'0 (K. - K;)2 

or 

(KI a2 IK.) 
, ax ap' 

= _ L: (K.! aKjaJ.L IK;) (K;! 2aK/ ax IKi). 
;("'0 (K, - K i ) 

(Which equation holds is dependent on phase 
factors chosen.) 

Proof. Let the phase factor of IK.) be chosen 
such that 

(K,I (a IKi)/ap.) == o . 
This equation is differentiated with respect to X 
and modified to 

(K,I a
2 

IKi) = _ L: a (Kd IK;) (K;! a IK,). 
ax ap' ; (""J ax ap' 

Subsequently, the right-hand side is subjected to 
the replacement [3]. Thus results the former of the 
relevant two formulas. If the phase factor is chosen 
such that 

(K,I (a IK.)/aX) == 0, 

the latter formula is derived. 
Remark. It is noted that the two right-hand 

expressions in [23] are complex-conjugate. 
[24] That 

a (K.I a IK.) 
ax ap' 

is real is necessary and sufficient for that 

L: (Kd aK/ax IK;) (Kd ~Kjap. IK.) 
if"") (K. - K i ) 

is real. (Whether ca (K,IjdX)(a IK.)/ap.) is real or 



                                                                                                                                    

774 K1HTSIRO AIZU 

not is independent of a particular phase factor of 
IK,} chosen.) 
~; Proof. 

a (K,! 0 IK,) _ 0 (K,j 0 !K i ) 

oX o~ o~ oX 

= L ~@jj IK;} (K;I 0 IKi) 
i("O oX o~ 

_ L 0 (K.I IK;) (K;! a IK.) 
;( .. i) a,..,. oX 

+ (a ~~d IKi) + (K,I a 1~'» (Kil a 1~') 

_ (K,I 0 l~i) (0 ~~iIIKi) + (K.I 0 1~'») 
= L 0 (K.1 1K;) (K;I 0 IKi) 

H"i) oX o~ 

_ L (Kd aK/afJ. IK;) (Kd 2aK/ax IK.) (by [3]). 
i("O (K, - K;) 

[25] 

flf(K) 1 
(Kil ax 0,..,. IK;) = ~ K. - K; 

x {f(K,) - f(K k) _ f(K k) - f(K;)} 
K, - Kk Kk - K; 

( 
aK r aK x (KiloX IKk) (Kkl 0,..,. IK;) 

oK aK) + (Kd 0,..,. IKk) (Kkliii: IK;) 

+ f(K,) - f(K;) (K.I a
2
K IK.) 

K, - K; • ax 0,..,. ,. 

Proof. The equation 

f(K)K = KfCK) 
is differentiated with respect to X and,..,.: 

o2f(K) K + of(K) oK + of(K) oK + f(K) 02K_ 
oX op. oX op. op. oX oX o~ 

= 02K t(K) + oK at(K) + oK of(K) + K o2f(K) . 
oX o~ oX op. op. oX oX op. 

Each side is multiplied by (Kil and IK;) from the 
left and right, respectively; the subsequent proceed­
ing is similar to that for [12]. 

Remark. The above formula is valid even when 
i = j. In this case, it can be written 

[26] 

x {(aK) (oK) Ak . + (aK) (aK) Ak . ax i; op. ;k I op. ii ax ;k • 

+ (oK) A 'k(oK) + (oK) A 'k(oK) 
0,..,. OJ , ax ki ox;;' op. kl 

+ A .. (aK) (aK) + A .. (aK) (aK) } 
" ax ;k o~ ki "O""';k ax ki 

- L 1 2: {(aK) (oK) A .. 
H .. i) (K, - K;) oX i. ap' i; " 

+ (iJK) (aK) A .. + (oK) A (oK) 
0,..,. it oX if" ap' ii "ox ;i 

+ (oK) A .. (oK) + A .. (aK) (oK) 
oX ;; ., ap' i. .. ax i; op. ii 

+ A-(aK) (iJK) } .. a~ if oX ii 

+ L 1 {(~) A .. + A .. ( 02K) } 
;( .. 0 K, - K; oX 0,..,. i;" " oX 0,..,. ii 

+ L 1 {(oK) (oA) + (oK) (oA) 
H .. i) K, - K; oX OJ 0,..,. ii op. I; oX ;i 

+ (aA) (oK) + (oA) (oK) } + (~) 
oX Ii o~ ii a~ ii ax il ax 0,..,. .! 

where Ai;, (aKjiJX).;, etc., are (K.I A IK j ), 

(K,I oK/oX IK;), etc., abbreviated. 
Proof. The formula [15] is differentiated with 

respect to p., and then [1] and [5] are used for the 
forms aKJap., a IK;)jiJp., and a (K; I jiJ~. The 
relevant formula thus obtained is valid for any 
phase factors. 
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[27] 

Tr ep(K) af(K) ag(K) = Tr ep(K) ag(K) af(K) 
aA aJ.L aA aJ.L ' 

where ep, f, and g are arbitrary functions. 
Proof· 

Tr ep(K)(af(K)jaA)(ag(K)jaJ.L) 

= L L ep(K.) (K.I af(K)jaA IK;) 
i ; 

x (K;I ag(K)jaJ.L IK.) 

= L L ep(K.) {f(K.) - f(K;)} 
i i 

X {g(K.) - g(K;)}(K. - K;f2 

X (K.I 8Kj8A IK;) (Kil aKjaJ.L IK.) (by [2]). 

The last expression is unaffected by the interchange 
between f and g. Hence, the relevant formula holds. 

This way of proof is analogous to the first way 
of proof in [19]. In the present case, the method 
analogous to the second one in [19] is not useful. 

Remark. According to [17], we have 

Tr ep(K) af(K)jaA = Tr ep(K)f'(K) aKjaA, 

and 

Tr ep(K) af(K)jaJ.L = Tr ep(K)f'(K) aKjaJ.L. 

Differentiating the former equation with respect to 
J.L and the latter with respect to A, we get 

and 

Tr (K) a
2
f(K) 

ep 8A aJ.L 

= T (K) af'(K) ~Ii + Tr (K)f'(K) a
2
K 

r ep 8A ajl ep aA aJ.L 

+ T atp(K) f'(K) aK _ T aep(K) af(K) 
r aA aJ.L r aA aJ.L' 

respectively. We notice that the right-hand sides 
of both these equations have different forms. They 
must, of course, be equal. The fourth terms are 
readily found to be equal to one another from [27]. 
Therefore, the equation 

Tr ep(K) (af'(K)jaJ.L) (aKj8A) 

+ Tr (aep(K)jaJ.L)f'(K)(aKjaA) 

= Tr ep(K)(aj'(K)j8A)(8KjaJ.L) 

+ Tr (aep(K)jaA)f'(K)(aKjaJ.L) 

must hold. This validity are also found from [27], 
since the left- and right-hand sides are equal to 

and 
Tr (aep(K)f'(K)j aJ.L)(aKj aA), 

Tr (aep(K)f' (K)jaA) (aKjaJ.L) , 

respectively. 
[28] If A and B are Hermitian linear operators 
dependent on A alone and J.L alone, respectively, 
and if A = B (= G) at A = AI, J.L = J.Ll, then 

Tr ep(G) 8f(A) ag(B) = Tr ep(G) ag(A) af(B) 
aA 8J.L 8A 8J.L 

at A = AI, J.L = J.Ll, where ep, f, and g are arbitrary 
functions. 

Proof. We put 

K = A +B - C. 

According to [27], we have 

lim lim Tr ep(K)(af(K)jaA)(ag(K)jaJ.L) 
).-+).1 lA-ill 

= lim lim Tr ep(K)(a g(K)j aA)(af(K)j aJ.L). 
A-+).l lA-ill 

Since 
lim lim ep(K) = ep(G), 
A-).l/A-I-'1 

lim af(K)jaA = af(A)jaA, 

lim ag(K)jaA = ag(A)jaA, 

lim af(K)jaJ.L = af(B)jaJ.L, 
A-+).l 

and 

lim ag(K)jaJ.L = ag(B)jaJ.L, 
A-+Al 

the left- and right-hand sides of (a) become 

lim lim Tr ep(G)(af(A)jaA)(ag(B)jaJ.L) , 
).-+).1 lA-ill 

and 
lim lim Tr ep(G)(ag(A)j aA)(af(B)j aJ.L), 
A-+Al/A-Ill 

respectively. 
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This paper is devoted to the study of the GaJilei group and its representations, The Galilei group 
presents a certain number of essential differences with respect to the Poincare group, As Bargmann 
showed, its physical representations, here explicitly constructed, are not true representations but 
only up-to-a-factor ones, Consequently, in nonrelativistic quantum mechanics the mass has a very 
special role, and in fact, gives rise to a superselection rule which prevents the' existence of unstable 
particles. The internal energy of a nonrelativistic system is known to be an arbitrary parameter' this 
is shown to come also from Galilean invariance, because of a nontrivial concept of equivalence bet~een 
physical representations. On the contrary, the behavior of an elementary system with respect to 
rotations, is very similar to the relativistic case. We show here, in particular how the number of 
polarization states reduces to two for the zero-mass case (though in fact there 'are no physical zero­
mass systems in nonrelativistic mechanics). Finally, we study the two-particle system where the 
orbital angular momenta quite naturally introduce themselves through the decomposition of the 
tensor product of two physical representations. 

INTRODUCTION 

SINCE the work by Wignerl came out, the 
Poincare group (inhomogeneous Lorentz group) 

and its unitary representations have become well 
known. In particular, each relativistic wavefunction 
corresponds to some unitary representation of the 
Poincare group, and in a certain sense, one usually 
says that an elementary particle is associated to a 
unitary irreducible representation of the group. 
Within such a definition, an elementary particle 
is characterized by its mass and spin. 

It was much later that such a work was under­
taken for the Galilei group, the invariance group 
of nonrelativistic mechanics. The Galilei group has, 
in fact, a rather more intricate structure than has 
the Poincare group and this has important repercus­
sions in the study of the group representations. 
Indeed, in quantum mechanics, we deal with the 
unitary projective (i.e. up-to-a-factor) representa­
tions of the group concerned. But in most of the 
physically interesting cases, as Bargmann showed,2 

the study of unitary projective representations of 
the group can be reduced to the study of true unitary 
representations of its universal covering group. Such 
is the case of the rotation, Lorentz, and Poincare 
groups. 

On the other hand, as Bargmann also showed,2 
the Galilei group owns a (one-dimensional) infinity 
of projective representations classes, nonequivalent 
to true representations, and, what is more trouble­
some, the physically meaningful representations are 
precisely these nontrivial projective representations. 

1 E. P. Wigner, Ann. Math. 40, 149 (1939). 
2 V. Bargmann, Ann. Math. 59, 1 (1954). 

Inonu and Wigner3 have indeed shown that under 
no condition can the basis functions of the Galilei­
group true representations be interpreted as wave­
functions of physical particles. With these functions, 
one can construct neither localized states, nor even 
states with definite velocity. Conversely, Hamer­
mesh4 studying the infinitesimal group operations, 
has shown that one can construct a position operator 
only in the case of nontrivial projective representa­
tions. One easily sees that the solutions of the 
Schrodinger equation for a free particle transform 
precisely according to such representations. 

In the following pages, these unitary, irreducible, 
nontrivial projective representations of the Galilei 
group will be called, for short, "physical representa­
tions." 

In the first section, we recall some generalities 
about the Galilei group and its structure. In the 
second one, we explicitly construct the physical 
representations of the Galilei group, with the help 
of the "little group" technique.6 The third section 
is devoted to a physical discussion of these rep­
resentations where we exhibit their connection with 
the free-particle Schrodinger equation, and obtain 
a group-theoretical characterization of a non­
relativistic elementary system by its spin, mass and 
internal energy-this last parameter in fact revealing 
itself to be arbitrary. We next study the zero-mass 
case. In this fourth section, we rediscover some of 
the true representations already studied by Inonu 

3 E. Inonu and E. P. Wigner, Nuovo Cimento 9,705 (1952). 
• M. Ham~rmesh, Ann. Phys. 9, 518 (1960). 
6 See, for mstll:nc~, M. Hamermesh, Group Theory (Addi­

son-Wesley PublIshmg Company, Inc., Reading, Massa­
chusetts, 1962), Sec. 12-7. 

776 
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and Wigner. a One can then give to these representa­
tions some vague physical meaning, and we observe, 
as in the zero-mass case of the Poincare group, 
the uncoupling of the different helicity states. The 
Lie algebra of the Galilei group and its representa­
tions are investigated in the fifth section where we 
emphasize the difference between the parts played 
by the mass in relativistic and nonrelativistic 
quantum mechanics (Bargmann's superselection 
rule). In the sixth and last section, we decompose 
the tensor product of two physical representations 
of the Galilei group into a direct sum (integral) of 
such physical (irreducible) representations. 

I. THE GALILEI GROUP 

The proper Galilei group to which we restrict 
ourselves (we exclude the inversions) contains the 
translations in space and time, the rotations and 
the pure Galilei transformations, i.e., transitions to 
a uniformly moving coordinate system. Let us note 
the general element of the group by 

G = (b, a, v, R), (1.1) 

where b is a time translation, a a space translation, 
v a pure Galilei transformation, and R a rotation. 
The group acts on the coordinates (x, t) of an event 
in space-time according to 

x' = Rx + vt + a, t' = t + b. (1.2) 

We thus get the multiplication law for the group: 

G'G = (b', a', v', R')(b, a, v, R) 

= (b' + b, a' + R'a + bv', v' + R'v, R'R). (1.3) 

The identity for the group is 

1 = (0, 0, 0, 1), (1.4) 

and the inverse element of G = (b, a, v, R) is given by 

G- 1 = (-b, -R-1(a - bv), -R-1v, R-1). (1.5) 

One notices at once the complexity of the Galilei 
group structure. 

The Poincare group <P admits a maximal abelian 
invariant subgroup e (the space and time transla­
tions) and the factor group <pIe is a simple group £, 

the Lorentz group. 
Here the situation is more complicated. The 

maximal abelian invariant subgroup of the Galilei 
group g, is a six-parameter group 'U (space transla­
tions plus pure Galilei transformations). The factor 
group g/'U itself admits a one-parameter invariant 
subgroup 5:>, the time translations, and it is only 
the factor group (g/'U)/5:> which is a simple group 
ffi, the rotation group. 

In other words, the Poincare group can be written 

<P = £ X e, (1.6) 

that is, the semidirect product of a simple group 
£ by an abelian group e. But the Galilei group is 

9 = (ffi X 5:» X 'U, (1.7) 

the semidirect product by an abelian group 'U of 
the semidirect product by an abelian group 5:> of 
a simple group ffi. 

We will now use the following result, due to 
Bargmann,2 which we reproduce without proof: 

"The physical representations of the Galilei group 
are obtained from the projective unitary representa­
tions of its universal covering group characterized 
by the system of factors: 

w(G', G) = exp [i(tm) (a' ·R'v - v' ·Ra 

+ bv' ·R'v)], (1.8) 

where G = (b, a, v, R), G' = (b', a', v', R') and 
m is any real number. 

This means that to each element G of the universal 
covering group (which one obtains merely by replac­
ing the rotations R by the elements of the unitary 
unimodular group), corresponds a unitary operator 
UCG) such that the multiplication law 

U(G') U(G) = w(G', G) U(G'G) (1.9) 

holds, where G', G, w(G', G) have been defined above. 
The ensuing transition from the covering group 

to the original Galilei group only adds a possible 
sign ambiguity. 

In a more elaborate language, we are looking for 
true unitary representations of some nontrivial 
central extension of the Galilei group universal 
covering group by a one-dimensional abelian group. 6 

Let us note 

G=(O,G), Oreal, (1.10) 

which are the elements of this extension. We have 
then the multiplication law 

G'G = (0' + 0 + HG', G), G'G), 

where HG', G), given by 

w(G', G) = exp [i~(G', G)], 

is an exponent of the group.2 

(1.11) 

(1.12) 

The eleven-parameter group g, with which we 

6 F. Lurcat and L. Michel (unpublished). L. Michel, 
Lectures at the Istanbul Summer School (1962) (to be 
published). 



                                                                                                                                    

778 JEAN-MARC LEVY-LEBLOND 

deal now, has a structure rather different from the 
one of the original Galilei group. In fact, the maximal 
abelian invariant subgroup of 9 is e, the space-time 
translations plus the one-parameter central sub­
group. The factor group 9/ e in turn admits a 
maximal abelian invariant subgroup 'U, made up 
of the pure Galilei transformations (3 parameters). 
Finally, the factor group C§/e)/'U is a simple group 
m, the rotation group. We can write 

9 = (m X 'U) X e, (1.13) 

where the products are semidirect products. This 
is the structure we shall be concerned with. Let us 
finally notice that setting m = ° in (1.8) brings 
us back to the study of true representations of the 
Galilei group: 

m = ° ==} w(G', G) = 1 ==} U(G') U(G) 

= U(G'G). (1.14) 

The central extension 9 becomes a trivial one 
(direct product). 

Unless otherwise specified, we will deal exclusively 
from now on with the case m ~ 0. 

II. PHYSICAL REPRESENTIONS OF THE 
GALILEI GROUP 

We now proceed to construct the physical (i.e., 
irreducible, unitary, nontrivial projective) rep­
resentations of the Galilei group, making use of its 
structure as studied above and following the "little 
group" technique.s 

Let us suppose we have found some physical 
representations of the Galilei group. If we restrict 
ourselves to the abelian subgroup e of space-time 
translations, this representation will decompose into 
a direct integral of unitary irreducible representa­
tions of the subgroup e. These representations are 
well-known, they are designated by a real vector p 
and a real number E. We can then choose as a set 
of basis functions, square-integrable functions 
1/;(p, E, n, where r is an additional set of variables 
which may be needed to distinguish the basis 
functions belonging to the same irreducible rep­
resentation of the translation group e. We now 
know the representation of this subgroup: 

U(b, a, 0, l)1/;(p, E, r) 

= exp (-ibE + ia·p)lf(p, E, t). (11.1) 

Using the mUltiplication law of the group representa­
tion (1.9), a factor system, i.e., a real number m 
(1.8) having been chosen, we look for the rep­
resentation of the factor group g/ e. Let us note 

first the following equalities, inferred from (1.3), 
(1.8), and (1.9): 

U(b, a, v, R) = exp (-i(!m)a·v) 

X U(b, a, 0, l)U(O, 0, v, R), 

U(b, a, v, R) = exp [i(!m)(a·v - bv.v)] 

X U(O, 0, v, R)U(b, R-1(a - by), 0,1), 

whence 

(II.2) 

(II.2') 

U(b, a, 0, l)U(O, 0, v, R) = exp [im(a·v - !bv·v)] 

X U(O, 0, v, R)U(b, R-1(a - by), 0,1). (II.3) 

Letting each member of this equality between 
operators act upon some basis function 1/;(p, E, r), 
and taking (11.1) into account, we get 

U(b, a, 0, l)U(O, 0, v, R)1/;(p, E, r 
= exp [im(a·v - !bv·v)] 

X exp [-ibE + i(R-1a·bR-1v).p] 

X U(O, 0, v, R)1/;(p, E, r), (II .4) 

U(b, a, 0, l)U(O, 0, v, R)1/;(p, E, r) 

= exp [-ib(E + v·Rp + !mv2) + ia·(Rp + my)] 

X U(O, 0, v, R)1/;(p, E, r). (II.5) 

That is to say, the function U(O, 0, v, R)1/;(p, E, n 
transforms according to the representation (p', E') 
of the space-time translations group, where 

p' = Rp + mY, 
(II.6) 

E' = E + v·Rp + !mv2
• 

Thus, if (p', E') and (p, E) are connected by the 
relation 

E' - (p'2/2m) = E _ (p' /2m) , (11.7) 

it is always possible to find an element (0, 0, v, R) 
of the Galilei group (more precisely of the factor 
group g/e) such that (II.6) holds. 

In other words, if a physical representation of 
the Galilei group contains an irreducible representa­
tion (p, E) of the translation group, it contains all 
the representations (p', E') given by (11.7). There­
fore, there is a one-to-one correspondence between 
the points of the paraboloid: 

E - (p2/2m) = 'V = ct., (II. 7') 

and the irreducible representations of the transla­
tion group contained in a physical representation 
of the Galilei group. 

This enables us to construct the Hilbert space X 
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of the representation as a direct integral of the 
Hilbert spaces JCp,E where acts the irreducible rep­
resentation (p, E) of e: 

Je = J df..LCp, E) Jep,E, (11.8) 

where J.I.(p, E) is an invariant measure on the 
paraboloid (II.8). As a matter of fact, 

df..LCp, E) = dp dE orE - Cp2/2m) - 'U]. (II.9) 

The Little Group 

We now search for the "little group",6 i,e., the 
subgroup ~(p, E) of the Galilei group constituted 
by those elements (0, 0, v, R) of the factor group 
s/e such that the function U(O, 0, v, R)if;(p, E, r) 
still belongs to the irreducible representation (p, E) 
of e. ~(p, E) is what mathematicians call the 
"stabilisator" of (p, E). After (II.6), we get for 
(0, 0, v, R) the conditions 

p = Rp + mY, 

E = E + V· Rp + !mv2, 

which can also be written as 

p = Rp + mY, 

p2 = (Rp + mv)2. 

(II.lO) 

(II.10') 

These two conditions then are not independent, 
the second being implied by the first one. 

Thus an element of the little group ~(p, E) is 
uniquely defined by the choice of a rotation R, 
since in that case, the condition (IL10') determines v. 

This correspondence between the little group 
l)(p, E) and the rotation group (R is an isomorphism. 
Indeed, 

p = Rp + mY, p = R'p + my' 

implies 

p = R'(Rp + my) + mv' = R'Rp + m(R'v + v'). 

The product of (0, 0, v', R') and (0, 0, v, R) cor­
responds to the product of Rand R'. 

The little group representations are then well 
known: they are the rotation group representations. 
The irreducible ones are labeled by an integer of 
half-integer number 8. We denote them by D'. 
They are (28 + I)-dimensional. 

We show now that choosing a paraboloid (11.7') 
(which fixes the possible representations of the 
translation group) and a representation D' of the 
little group completely determines a representation 
of the whole Galilei group. 

First we set up a point (Po, Eo) on the paraboloid. 
Then for each point (p, E) of that same paraboloid, 
one can select one element 

(11.11) 

of the Galilei group such that VpE acting on (Po, Eo) 
according to (11.6) transforms it into Cp, E), which 
we denote by 

(II. 11') 

N ow let V be any element of the factor group: 

V = (0, 0, v, R), (11.12) 

and let (p', E') be the result of the action of V 
(p, E) according to (II.6): 

V(p, E) = (p', E'). (I 1. 13) 

This can also be written as 

VVpE(Po, Eo) = Vp'E'(PO' Eo), 
or 

Thus, 
(II.14) 

is an element of the little group ~(po, Eo), which, 
of course, depends on (p, E) and V. 

Conversely, every element V of the factor group 
Sl e can be written in the form 

(11.15) 

with the definitions (11.11'), (II.I2), and (II.I3). 
Now, after (II.5), (II.6), and (II.ll'), U(Vp,B)' 

if; (Po, Eo) is proportional to if;(p, E). The simplest 
choice is then to define U(Vp,E) by 

(II.I6) 

Finally, we choose a representation D' of the little 
group. The variable r is merely an index, running 
from -8 to +8, on which act the (28 + I)-dimen­
sional matrices of the representation D': 

Vo E f)(po, Eo) :==} U(Vo)if;(po, Eo, S) 
H 

= L if;(Po, Eo, ~)[D'(VO)]~i' (II.17) 
~--. 

Therefore, for any V = (0, 0, v, R) and any 
if;(p, E, r), we have, after (IU5), (II.16), and (II.17), 

U(V)if;(P, E, r) 

U(VP'E,)U(V~PE),V)U-l(VPE)if;Cp, E, r) 

U(VP'E,)U(V~PE),V)if;(po, Eo, r) 

L U(Vp.E,)if;Cpo, Eo, mD·(V~DB).V)]H 
~ 
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U(V)If(p, E, t) 

= 1: If(p',E',mD'(Vcip,E),V)],r' (II.18) , 
Since we also know the operators which represent 
the translation, the decomposition (II.2) of any 
element of the whole group, gives us at once the 
complete solution to our problem: 

U(b, a, v, R) If(p , E, t) 

= exp [-ictm)a·v + ia·p' - ibE'] 

X L If(p', E', ~)[D'(V6P.E)(V,R)]H' , 
where 

p' = Rp + mv, 

E' = E + v·Rp + !mv2
, 

and 

VciPE),(V,R) = V;?E'(O, 0, v, R) VpE . 

(II.19) 

These representations are clearly irreducible. They 
are unitary with the scalar product: 

Ccp, If) = f dp dE 0[ E - :~ - '0 ] 

x L <I>(p, E, a)lf(p, E, a). (II.20) 

Finally, one can verify directly that they are indeed 
projective representations of the universal covering 
group of the Galilei group with the system of factors 
(L8) which we started from. 

The transition to the Galilei group itself merely 
introduces the usual sign ambiguity in the case of 
half-integers. We have thus obtained the following 
result: 

The physical representations of the Galilei 
group are characterized by two real numbers 
m and '0 and an integer or half-integer number s. 
We designate them by [m I '0, s] and they are 
given explicitly by (II.19). 

III. PHYSICAL DISCUSSION 

The interpretation of the preceding results is 
straightforward. Eq. (II.20) defines the functional 
space of the representation as the space of square­
integrable functions on the paraboloid: 

E - (p2/2m) = '0. (II.7') 

This, and the rotation properties of these basis 
functions, impel us to establish a one-to-one cor­
respondence between a (free) particle of mass m, 
internal energy '0, spin s, and the physical rep-

resentation [m I '0, s] of the Galilei group. We will 
now study this correspondence. 

Schrodinger Equation and Galilei Group 

For the time being, we shall disregard the spin 
and consider the Schrodinger equation for a spinless 
particle: 

i(alf/at) + (1/2m),11f = '0 If. (III. I) 

We are only concerned with the free-particle case, 
so that in (III.I), '0 is a constant. We wish to study 
the invariance properties of the Schrodinger equation 
with respect to the Galilei group transformation. 
(Let us note that most of quantum mechanics 
textbooks thoroughly investigate the Lorentz in­
variance of the Dirac equation but completely 
overlook the Galilean invariance of the Schrodinger 
equation.) 

We follow the passive point of view. That is, we 
look at the same state described by (IILI), III a 
transformed frame of reference defined by 

x' = Rx + vt + a 
(1.2) 

t' = t + b. 

G = (b, a, v, R) is the Galilean transformation 
we consider. In the new frame of reference, the 
state must be described by some wavefunction If'. 
The physical predictions we get from the two descrip­
tions will be identical if and only if the transformed 
wavefunction at any point differs from the original 
wavefunction at the transformed point by at most 
a phase factor (the density of particles being a 
scalar) : 

If'(x, t) = e-;[(X' ,t ') If(x', t'), (III.2) 

where (x', t') depend on (x, t) according to (1.2). 
Obviously, the new wavefunction has to satisfy the 
Schrodinger equation 

i(alf' /at) + (l/2m},1If' = '01f'. (III.3) 

We may now determine the unknown function f. 
Using (1.2), we find 

a/at = a/at' + v·V', (III.4) 
V = RV'. 

The Schrodingerequation (III.3) for the new wave­
function can be rewritten as an equation in f and If: 

rica/at') + iv· V' + (1/2m},1' - '0] 

X e-if(zo"O)If(x', t') = 0. (III.5) 
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Dropping the primes and expanding, 

(IIL6) 

ift(x, t) satisfies the Schrodinger equation (III. I), 
so that we are left with the two conditions 

Vf - mv = D, 

(of/at) - (1/2m)t.! + mv2 
= D. 

(III.7) 

We easily integrate these equations, and get 

f(x, t) = mv·x - !mv2 t + C, (III.8) 

where C is a constant. 
We see that, unlike the relativistic case, the phase 

factor cannot be eliminated. The transformation 
properties of the Schrodinger wavefunctions are then 

if/ex, t) = exp [-imv·x' 

+ !imv2 t' - iC]ift(x', t'), 

x' = Rx + vt + a, 
(III.9) 

t' t + b. 

In the momentum space, we deal with wave­
functions: 

</J(p, E) = J e-iP'x+iEt ift(x, t) dx dt. 

The Schrodinger equation reads 

[E - (p2/2m)]</J(p,E) = 'Ucp(p,E), 

so that the support of cp is 

E - (p2/2m) = '0, 

(IlL 10) 

(IILlI) 

(IILlI') 

and the wavefunctions have to be square-integrable: 

J (cp(p, :: + '0)(2 dp = J Icp(p, EW 

X o( E - :: - '0) dp dE < ex>. (III.12) 

Let us study the Galilean transformation in the 
momentum space: 

cp'(p, E) = J e-;P'JC+,Etift'(x, t) dx dt 

= J exp (-ip·R-\x' - vt' + vb - a) 

+ iE(t' - b)] X exp [ -imv·x' 

+ timv2t' - iC ]ift(X" t') dx' dt'. (III. 13) 

We drop the primes and re-order the sum in the 
exponential: 

cp'(p, E) = exp [iRp·a - ibRp·v - iEb - iC] 

X J exp [-i(Rp + mv).x + iCE + v·Rp 

+ tmv2)t]ift(x, t) dx dt. 

We write 

p' = Rp + mY, (III.14) 
E' = E + v·Rp + tmv2

• 

Expressing (p, E) in terms of (p', E'), we obtain 

cp'(p, E) = exp [-imv·a + timbv2 - iC 

+ ia·p' - ibE']cp(p', E'). 

We now choose 

C = -tma·v + tmbv2
• 

Then 

cp'(p, E) exp [-itmv·a + ia·p' 

- ibE']cp(p', E'). 

(IILI5) 

(III.16) 

(III.17) 

One sees at once that (III.17), (III.14), and (III.l2) 
are identical with (II.19) and (II.20); (III.lI') with 
(II.7'). We conclude that the solution of the Sch­
rodinger equation for a free spinless particle of mass 
m and internal energy '0 belongs to the physical 
representation [m I '0 ,D] of the Galilei group. 

Clearly, any choice other than (III.16) for the 
constant C, would have led us to an irreducible, 
projective representation of the Galilei group 
different from but equivalent to the one we consider 
here. 7 

The Spin 

We now want to interpret 8 as the spin of the 
particle described by the physical representation 
[m I '0, 8]. This, however, is not a Galilei invariant 
concept. Indeed, in order to understand the meaning 

7 The concept of equivalence in the case of projective 
representations is somewhat distinct from the case of true 
representations. In fact if {V. I and {V r' I are two projective 
representations of the group G, they are said to be equivalent 
if U r' = VU. V-I holds between operator rays2 (U. is the 
operator ray generated by Vr, i.e. the set of all operators 
TV., TEe, H = 1). For the operators themselves, we have 
Vr' = .p(r)VVrV-1, where .p(r) is some complex function 
of modulus 1 on the group. We see that Vr' is indeed a 
projective representation of the group with a factor system 
w'(r, s) = [.p(r).p(s)/.p(rs)]w(r, s) equivalent to the factor 
system wCr, s) of {V.I. 
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of 8, we have to define the little group f)(Po, Eo), that 
is to pick up some particular point (Po, Eo) of the 
paraboloid. Let us recall however that all the rep­
resentations [m I '0, 8] obtained from different points 
(Po, Eo) (of the same paraboloid!) are equivalent. a 

We now choose (Po, Eo) = (0, '0), i.e. the para­
boloid top. We then have a most natural choice 
for Vp •E : 

Vp • E = (0,0, m-1p, 1). 

Starting from (1.3), we now easily obtain 

V6P.E) (v.R) 

(0,0,0, R), 

with any V = (0, 0, v, R) and (p', E') 
Consequently, we rewrite (Il.I9) as 

U(b, a, v, R)f(p, E, r) 

= exp [-iima·v + ia·p' - ibE'] 

X L f(P', E', ~)[D'(R)]<r , 
~ 

where 

p' = Rp + mY, 

E' = E + v·Rp + imv2
• 

(III.I8) 

(III.19) 

Yep, E). 

(III.20) 

8 characterizes now exclusively the behavior of our 
particle with respect to rotations; it is really its 
intrinsic angular momentum. 

Let us notice that the choice (IlLI8) which led 
us to this result amounts to bringing back the 
particle at rest by accelerating the initial coordinate 
system, without rotating it around the direction 
of the movement (pure Galilei transformation). 

Internal Energy 

Physically, we are used to saying that, in non­
relativistic mechanics, we can freely choose the 
origin from which we count the energies. In the 
particular case of one free particle, this amounts to 
saying that the internal energy is completely 
arbitrary. We would like to rediscover this feature 
from Galilean invariance. This is done quite easily. 

Let f(p, E, r) be some basis function of the 
[m I '0, 8J physical representation of the Galilei 
group. Let us now define an operator U by: 

f(p, E, r) = (Uf)(p, E, r) 

= f(P, E + '0, r), (III.21) 

We callX'U the Hilbert spaces of functions 1/I(P, E, r) 
with the scalar product: 

(cp, 1/1) = J t: <P(p, E, r)f(P, E, r) 

X o( E - f~ - '0) dp dE. (II.20) 

It is clear that V realizes a mapping, in fact an 
homeomorphism of Xv on :Jeo. Since 

(4), {;) = J t: 4>(p, E, r)f(p, E, r) 

X o(E - ::) dp)E 

= J t: ¢(P, E + '0, r)1/I(p, E + 'O'~'r) 

X o( E - ::) dp dE 

= J t: ¢(P, E', r)f(P, E', r) 

X o( E' - :: - '0) dp dE' , 

we have 

(4), {;) = (Ucp, Uf) = (c/>, f), (II I. 22) 

that is to say, U is an isometric operator and :Je'U 
and :Jeo are isomorphic Hilbert spaces. 

If U(G) is the operator corresponding to G = 
(b, a, v, R) in the [m I '0, 8] representation, we define 

O(G) = UU(G)U- 1
• (III.23) 

Letting now O(G) act upon some function f(P, E) 
of X o, using (IIL2I) and (II.19), we get 

O(G) = eib'O Uo(G) , (III.24) 

where Uo(G) is the operator corresponding to G, 
in the representation [m I 0, 8] according to the 
definition (II.I9), or else 

U'U(G) = eib'UU-1 Uo(G)U, (III.25) 

where we add a subscript '0 to U(G) in order to 
emphasize the fact that it belongs to the representa­
tion [m I '0, 8J. Obviously then, the representations 
[m I '0, 8] and [m I 0, 8] are equivalent, in the sense 
of projective representations equivalence. 7 In other 
words, for an isolated particle, the internal energy 
'0 has no physical significance. 

Antiparticles 

Until now, when looking for a physical interpreta­
tion of our results, we implicitly assumed tha('m, 
which we interpreted as the mass, was positive. 
Actually, the construction of the first section is 
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valid for any nonzero value of m. What can be said 
of the negative m case? 

Casting a glance at Eq. (II.19), we see at once 
that if f(p, E, t) transforms according to the [m I '0,8] 
representation, then 

1//(p, E, t) = f( -p, -E, t) (III.26) 

transforms according to [-m ,- '0, sl, where by s 
we mean that fC transforms under rotations by 
jj' (R), the complex conjugate representation of 
D' (R). But this does not alter the physical interpret­
ation of 8 as the spin of the particle. 

We can immediately verify that the operation 
f -t fC is an antiunitary one and then, that the 
representations [rn I '0, 81 and [-m I -'0, 8J are 
antiunitarily equivalent. 

If we consider now charged particles, by the 
replacement 

E' = E + v·Rp. 

The basis functions of the representation are now 
defined onto the Hcylinder": 

p2 = p2 = ct. (E arbitrary). (IV.2) 

But these representations are no longer irreducible. 
In fact, let Po (lying on the cylinder IV.2) be the 
vector around which the rotations, in the D' rep­
resentation chosen, are diagonal matrices. We call 
~(po) the group of rotations around Po. Ro being such 
a rotation, with an angle IPo, one has 

(IV.3) 

We once more apply the little group technique.­
Starting from any vector p of the cylinder (IV.2), 
we can choose one rotation r p such that 

(IVA) 

p-tp - QA, E -tE - Qq;, (III.27) Now, R being some rotation which takes p into p': 

we see that the above-mentioned antiunitary trans­
formation takes a particle of mass m, internal energy 
'0, and charge Q into another particle characterized 
respectively by (-rn, -'0, -Q). 

Let us remark that a Fourier transformation, 
or else direct dealing with the Schrodinger equation 
in space-time, leads us to the same result with the 
transformation 

1/!C(x, t) = iii(x, t). (III.28) 

In other words, if the representation [m I '0, 8] and 
the charge Q describe some particle, we may describe 
its antiparticle either by the same representation 
[m I '0, 8J and the charge -Q, or else by the rep­
resentation [-m I -'0, 8J and the same charge Q. 

This gives some meaning to the negative m case. 
We notice, however, that, as it is well-known, 

if the same Dirac equation describes particle and 
antiparticle, their nonrelativistic description needs 
two different Schrodinger equations. 

IV. THE ZERO-MASS CASE 

We now plainly make m = 0 in the realization 
(III.20) we obtained for the physical representations 
[m I '0, 8J of the GaliIei group. We thus get some 
tru.e representation of the group: 

U(O, a, v, R)f(p, E, t) = exp (ia-p' - ibE') 

X E f(p', E', mD'(R)hr, (IV. I) 
t 

where 

p' = Rp, 

p' = Rp, (IV.5) 

we get 

po = r;,lRrppo, i.e., r;,lRrp = R~·R £ ~(Po). 

That is, any rotation can be written in the form 

(IV.6) 

We next define new functions cb(P, E, p) on our 
cylinder: 

(IV.7) 

They transform according to 

U(b, a, v, R)¢(p, E, p) = E exp (iap' - ibE') 
• 

X E f(P', E', mD'(R)]n[D'Crp)JiP' 
• 

Inverting the summations, and using (IV.7), 

U(b, a, v, R)¢(P, E, p) = exp (iap' - ibE') 

X E E 1/!(p', E', mD·(rp'»)tT[D·(R~·R)J.~. 
< T 

Lastly, 

UCb, a, v, R)cb(p, E, p) 

= exp [iap' - ibE' + ifX{>o(R, p)]cb(P', E' p). (IV.S) 

We calculate explicitly the function <Po(R, p) in the 
Appendix. The subspaces of the functions ¢CP, E, p), 
with a given p, are thus invariant. We have reduced 
the primitive representation (IV.I) into (28 + 1) 
representations which are now irreducible. These 
are the true representations named "class II" by 
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Inonu and Wigner.3 They are characterized by an 
integer p and a positive number p2. We denote 
them by I ° I P, p I. The very construction of these 
representations and as we will see later, their Lie 
algebra and her invariants, designate p as the 
component of the angular momentum along the 
direction of the linear momentum, i.e., helicity. 

Added to the fact that we deal here with null­
mass states, this suggests a close analogy between 
the representations just found and the irreducible 
representations of the Poincare group in the zero­
mass case. In fact, at least in the case of vanishing P, 
we may interpret the representations 10 I P, p} 
(P ~ 0) as describing zero-mass and infinite-speed 
particles, which are indeed the nonrelativistic limit 
of the zero-mass particles. Naturally, there is no 
completely consistent interpretation of the rep­
resentations just found. Nevertheless, we have been 
able to give some vague meaning to them. And 
mainly, they display certain features we usually 
think to be characteristic of the relativistic case 
(uncoupling of different helicity states) and which, 
in fact, are latent in the nonrelativistic case.8

•
9 

V. THE LIE ALGEBRA OF THE GALILEI GROUP 
AND THE ROLE OF THE MASS IN NON­

RELATIVISTIC QUANTUM MECHANICS 

Taking the infinitesimal elements of the one­
parameter subgroups of the Galilei group (considered 
as a Lie group) and using the group law (1.3), we 
calculate their commutators and thus obtain the 
Lie brackets for the Lie algebra of the group. 

We make the most natural choice for the basis 
elements of the algebra: 

r for the time translations, 
k.(i = 1, 2, 3) for the space translations, 
ui(i = 1, 2, 3) for the pure Galilei transformations, 

Mi(i = 1,2,3) for the rotations. 

We then have 

[Mi' M j ] = Eijkllfk, lUi' u j ] = [ki' k j ] = 0, 

[Mi' Ui] fiikUk, [ki , r] 0, 
(V.1) 

[M i , k j ] Eijkkk, lUi' k j ] 0, 

[Mi , r] 0, lUi, rJ k i • 

Let us now compute explicitly the infinitesimal 

8 It was Wigner 9 who emphasized (in the relativistic case 
but the same remark is valid here) that a zero-mass system 
possesses two polarization states but only if we consider the 
space reflections, since otherwise they would not be connected 
to each other. On the other hand, for the nonzero mass 
systems, proper rotational invariance is sufficient for deducing 
the (28 + 1) polarization states from anyone among them. 

9 E. P. Wigner, Rev. Mod. Phys. 29, 255 (1957). 

elements of the physical representation (III.20): 

M = -px(ajap) - is, 

u = m(ajap) + p(ajaE), (V.2) 

k = p, r = E, 

with obvious notations. Let us notice, as usual, the 
splitting of the total angular momentum in orbital 
and intrinsic (spin) parts. 

It is now easy to see that the realization (V.2) 
fulfills all equations (V.1), except that translations 
and pure Galilei transformations no longer commute. 
Instead, 

(V.3) 

This is quite natural. We know that we deal in fact 
with a projective representation. This means that 
in (V.2) we obtain a representation of the Lie 
algebra of a central extension of the Galilei group, 
and no longer of the Galilei group itself. The Lie 
algebra element of the one-parameter subgroup by 
which the extension is made can be called p.. Here, it 
is represented by p. = m. The extension is central, 
so that p. commutes with all other Lie algebra 
elements. But it is nontrivial, so that p. appears in 
some Lie bracket [see (V.3)]. 

The enveloping algebra admits the following 
invariants: 4 

2p.r - k 2 = 2mB - p2 = 2m'O, 

-(f.J.M + k XU)2 = m2
S2 = m2s(s + 1), (V.4) 

/J. = m. 

We recover, of course, the characterization of 
physical representations by [m I '0, s]. There is 
however a rather subtle point we have yet to make 
clear. We have seen that physical knowledge as well 
as mathematical considerations on the Galilei group 
physical representations allow us to conclude that, 
in fact, the internal energy of an isolated particle 
is an arbitrary parameter. Precisely we showed that 
all representations [m I '0, s] and [m I '0', s] are 
physically equivalent. But we now find '0 as an 
element of the center of the group algebra. How 
can any equivalence transformation modify this 
center? The answer is to be found in the fact that 
we deal here with an extension of the Galilei group, 
and such an extension as we consider here has not 
a uniquely defined Lie algebra. There is a whole 
class of algebras, in one-to-one correspondence with 
the unlike but equivalent systems of factors of the 
projective representation associated with the exten­
sion. Here, going from some algebra to another 
equivalent one, we modify precisely the center 
element '0, and that one only. 
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Now the existence within the center of the 
enveloping algebra of the group, of some basis 
element of this algebra (here J1., the mass operator), 
involves a most important physical consequence: it 
leads to a superselection rule. 10 

Let us for instance consider a state vector which 
results from the superposition of two state vectors 
having different masses: 

(V.5) 

where 1/11 and 1/12 respectively belong to the physical 
representations [m1 I '0, s] and [m2 I '0, s] of the 
Galilei group. We now consider the behavior of 
this composed state under the following series of 
transformations: a translation a; a pure Galilei 
transformation v; the inverse translation, and the 
inverse Galilei transformation. Within the group we 
know that these all commute, whence, 

(0,0, -v, 1)(0, -a, 0, 1)(0,0, v, 1)(0, a, 0, 1) 

= (0,0, 0, 1), (V.6) 

i.e., the identical transformation. 
With respect to some physical representation, 

that series is obviously represented by some phase 
factor at most. In fact, using (111.20), we find at once 

U(O, 0, -v, I)U(O, -a, 0, I)U(O, 0, v, 1) 

becomes trivially a direct product and has no more 
physical consequences. 

Starting from the true representation (IV.9) of 
the Galilei group, and using the explicit form 
'Po(R, p) derived in the Appendix, we obtain the 
following representation: 

a a. P2 
Ml = -P2 -;- + P3 -;- + tp -+ 

upa UP2 P pa 

a a. P2 
M2 = -P3 -;- + PI -;- + t p-+ 

UPI upa P pa (V.9) 

M a + a + . a = -PI -;- P2 -;- tp 
UP2 UPI 

u = p(ajaE) , k = p, T = E. 

We may now verify that this representation leads 
us to the rules (V.l). We also notice the close analogy 
between these expressions and those obtained for 
the Poincare-group Lie algebra in the zero-mass 
case. 12 

The enveloping algebra invariants and their values 
for the {O I P, pI representation are 

k2 = p2 = p2, 
(V.lO) 

M·k = ipp = ipP. 

This confirms our interpretation of p as the helicity. 

x U(O, a, 0, 1) = e- ima
'
v

• 

Thus, our compound state becomes 

(V.7) VI. DECOMPOSITION OF THE TENSOR PRODUCT 
OF TWO PHYSICAL REPRESENTATIONS 

1/1 = 1/11 + 1/12---" 1/1 = e-im,a,vl/'l + e- im,a'V2' 
The tensor product of two physical representations 

(V.8) of the Galilei group, 

The superposition principle cannot have any mean­
ing for 1/11 and 1/12 if m 1 ~ m2 , since that would mean 
that an identical transformation could affect the 
norm of any of their compound states. The relative 
phase of two states having different masses is 
completely arbitrary. This is known as the "Brag­
mann superselection rule."ll It prevents the exist­
ence, in nonrelativistic quantum mechanics, of 
states with a mass spectrum, and therefore of 
unstable particles. 

We see here how the mass plays different parts 
in relativistic and nonrelativistic quantum theories. 

The Lie Algebra in the Zero-Mass Case 

We will deal now really with the Lie algebra of 
the Galilei group itself: the central extension 

10 G. C. Wick, A. S. Wightman, and E. P. Wigner, Phys. 
Rev. 88, 101 (1952). 

11 A. S. Wightman, "Lectures on Relativistic Invariance," 
in Les Bouches 1960 Summer School Proceedings (Hermann et 
Cie., Paris, 1960), pp. 159-226. 

(VI. 1) 

is still a (projective) representation whose operators 
act onto the square-integrable basis functions 

1/I(Pl' P2, E I , E2, tl, t2) 

according to 

U(b, a, v, R)1/I(Pl, P2, E I , E 2 , SI, S2) 

= exp [-!i(ml + m2)a·v 

where 

+ ia(pi + pD - ib(Ei + E~)] 
X L 1/I(pi, pL Ei, EL ~1' ~2) 

hE~ 

(VI.2) 

p; = Rpi + m;v, 
(i = 1,2) 

E~ = E; + V·Rpi + !miv
2. 

12 J. S. Lomont and H. E. Moses, J. Math. Phys. 3, 405 
(1962). 
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These representations are unitary, the scalar product 
being defined as 

(q" I/t) = J dpl dEl dp2 dE2 

X O(EI - 2~1 - '01 ) o(E2 - 2~2 - '0 2) 

X L 4i(Pl' P2, E l , E 2 , rl, r2) ',f. 
(VI.3) 

We are going to reduce the Hilbert space, which 
we just determined, into a direct sum (possibly a 
direct integral) of invariant Hilbert spaces. We 
proceed quite similarly to Wightman.ll 

We first define new variables: 

and call 

P = PI + P2, E = El + E2 , 

E = 

mlm2 
p.= 

ml + m2 ' 

where we have assumed m1 + m2 ~ o. 

(VIA) 

These variables are precisely those corresponding 
to the usual separation of the center-of-mass and 
relative motions for our two-particle system. 

We also introduce the internal energy of the 
compound system, i.e., the difference between its 
total energy and the center-of-mass kinetic energy: 

(VI. 5) 

We have now the following expression for the 
scalar product: 

(q" I/t) = 1'" d'O J dP dE o(E - ~ - '0) 
"U,+"U. 2M 

We see, exactly as in the case of the Poincare 
group,11 the most natural appearance of the orbital 
angular momenta. 

This provides also the profound reason why, when 
studying the Schrodinger equation, one keeps only 
integer (and not half-integer) relative angular 
momenta. But in contradistinction with the rela­
tivistic case, the mass is now conserved (and even 

X L4i(p,E,q,E,rl, r2)I/t(p,E,q,E,rl, r2), (VI. 6) 
rd"3 

which has been directly derived from (VI.3). 
The Hilbert space X of the representation is thus 
reduced to a direct integral of Hilbert spaces X"U, 
each associated to a paraboloid: 

(VI. 7) 

Since (P, E) precisely characterizes the representa­
tion of the translation subgroup in the tensor 
product (see VI.I), the condition (VI.7) is then a 
necessary one for the Hilbert spaces X"U to be 
invariant. In fact, we can reduce them no further 
with respect to the translation subgroup representa­
tion, and it suffices now to look in each X"U for the 
subspaces invariant with respect to the little group, 
which.may be chosen simply as the rotation group. 

Equation (VI.6) shows now that, if some point 
(P, E) is fixed, the basis functions of our representa­
tion only depend on some vector q whose length 
is fixed. Since these are uniform functions onto 
the sphere q2 = C", we expand them in spherical 
harmonics, i.e., basis functions of irreducible rep­
resentations of the rotation group. We then obtain, 
for the little group (rotation group), the representa­
tion 

D" ® D" ® (ffi D I
). 

1-0 
(VI.8) 

The decomposition of this tensor product into 
irreducible representations is immediate. Since we 
have seen at the beginning that a paraboloid '() and 
an irreducible representation of the little group 
uniquely define a physical representation of the 
Galilei group, we finally obtain the complete solution 
to our problem, which we symbolically write as: 

superconserved as we have seen). The kinetic energy 
of the relative motion of the components is to be 
found now in the internal energy of the compound 
system. The weakened concept of equivalence which 
we introduced earlier and which led us to the 
arbitrariness of the internal energy of an isolated 
particle, has now also, in the two-particle case, a 
quite interesting application. It enables us to change 
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[ml I '01, 8tl and [m2 I '02, 82] into [ml I 0, 81] and 
[m2 I 0, 82], but not to change simultaneously all 
the [m l + m, / '0, j] of their tensor product de­
composition into [m l + ma I 0, jJ. All we can do 
is to "renormalize" the internal energy of the possible 
compound states by an amount '0 1 + '02 , Of course 
this agrees entirely with our previous physical 
knowledge: once we have fixed up the internal 
energy of two isolated particles, their compound 
state has an internal energy which is no longer 
arbitrary. 

In the case where m l + ma = 0, with the help 
of techniques quite similar to those just used, we 
obtain the following result, which we quote here 
for completeness and without proof: 

[m 1'01 ,811 @ [-m / '02 , 821 

= J$: dP l~m P.(jj .. P,~:. (0 I P, PI + P2 + l}, 

(VI. 10) 
or else 

[m / '01 , sd @ [-m / '02 , S21 

interest they have taken in this work, as well as 
for their many suggestions and critical remarks. 

APPENDIX 

We here derive an explicit formula for the angle 
CPo of the rotation: 

(A.I) 

where p' = Rp, and the r/s are well defined rotations 
which take some fixed Po into p: 

rppo = p. 

We use the spinorial representation of the rotation 
group. A rotation by angle around an axis n(/n/ = 1) 
may be written as 

R(n, cp) = cos (cp/2) - itt sin (cp/2) , (A.2) 

where 

n = ~·n, (A.3) 

and the To'S are the usual Pauli matrices. 

= 1'" dP EB (0 I P, pj0(2,,+I) (2 •• +1). 
$0 p __ CXl 

We choose as rp , the rotation in the (Po, p) plane 
(VI. 10') which brings Po into p. Writing it as the product 

of two plane symmetries, we have 
Such a result is valid also if we replace one (or two) 
of the representations [m / '0, s] by [m / '0, sl (see 
Sec. III); particularly, 

[m / '0, sl @ [-m / '0', sl 

= 1" dP EB (O I P, p}0(2Hl)', 
eo p_-m 

(VI. 11) 

and this justifies our choosing the representa­
tions [m / '0, s] and [-m / '0', s] in order to represent, 
respectively, a particle and its antiparticle. 

All the results derived here are of course well 
known. It is however stimulating to obtain them 
from Galilean invariance only, and this provides an 
agreeable and unifying piont of view. 
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where k and ko are the unit vectors lying on p 
and PoCk = pi/pi, etc .... ), and with the same 
notations as in (A.3). 

Now, from the definition of k' and (A.2), we have 

k = (cos ~ - in sin ~)k( cos ~ + itt sin ~) . (A.5) 

Bringing (A.S), (AA), and (A.2) into (A.I), using 
also, repeatedly, the well-known identity 

db = a·b + i~·(a x b), (A.6) 

and 

Michel and Professor Franc;ois Lur<;at for the we get 

(2 + feko + feofe) cos ~ - i(tt + kottko + ttkko + feottfeo) sin i 
Ro = 2(1 + ko ·k')I(I + ko .k)! 

Finally, 
R _ (1 + k·ko) cos (cp/2) + (ko, n, k) sin (cp/2) - iko(n·ko + n·k) sin (cp/2) . (A.7) 

o - (1 + k.ko)t[I + cos cpko·k + (1 - cos cp)(n·ko)(n·k) + sin cp(ko, n, k)]l 
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The expression (A.7) for Ro shows clearly the axis 
ko of the rotation R o, whose angle CPo is immediately 
obtained by identifying (A.7), and 

Choosing ko as our z axis, and taking successively 
infinitesimal rotations around the x, y, and z axes, 
we obtain 

Ro = cos (CPo/2) - ifco sin (CPo/2). (A.7') 

In particular, for an infinitesimal rotation around 
n, with an angle of cP « 1, 

CPo ~ (n·ko + n·k/1 + k·ko)cp. (A.8 

JOURNAL OF MATHEMATICAL PHYSICS 

(cpo)x = [kz/O + k,]cp = [Px/(p + p,)]cp, 

(CPo). = [k yl(l + k,)]cp = [P./(p + pz)]cp, (A.9) 

(CPo), = [1 + k,/(l + k,)Jcp = cpo 

We can then immediately derive the expressions 
(V.9) for the Lie algebra in the zero-mass case. 

VOLUME 4. NUMBER 6 JUNE 1963 

Principle of General Q Covariance 

D. FINKELSTEIN,* 

Yeshiva University, New York, New York 
J. M. JAUCH, 

University of Geneva and CERN, Geneva, Switzerland 
S. SCHIMINOVICH, t 

Yeshiva University, New York, New York 
AND 

D. SPEISER,t 

University of Geneva, Geneva, Switzerland 
(Received 10 December 1962) 

In this paper the physical implications of quaternion quantum mechanics are further explored. 
In a quanternionic Hilbert space Xo, the lattice of subspaces has a symmetry group which is iso­
morphic to the group of all co-unitary transformations in Xo. In contrast to the complex space 
Xc (ordinary Hilbert space), this group is connected, while for Xc it consists of two disconnected 
pieces. 

The subgroup of transformations in Xo which associates with every quaternion q of magnitude 1, 
the correspondence if/ ..... qif/q-l for all if/ E X Q (called Q conjugations), is isomorphic to the three­
dimensional rotation group. We postulate the principle of Q covariance: The physical laws are in­
variant under Q conjugations. The full significance of this postulate is brought to light in localizable 
systems where it can be generalized to the principle of general Q covariance: Physical laws are in­
variant under general Q conjugations. Under the latter we understand conjugation transformations 
which vary continuously from point to point. 

The implementation of this principle forces us to construct a theory of parallel transport of quater­
nions. The notions of Q-covariant derivative and Q curvature are natural consequences thereof. 

There is a further new structure built into the quaternionic frame through the equations of motion. 
These equations single out a purely imaginary quaternion "I(x) which may be a continuous function of 
the space-time coordinates. It corresponds to the i in the Schriidinger equation of ordinary quantum 
mechanics. We consider "I(x) as a fundamental field, much like the tensor gp.. in the general theory 
of relativity. We give here a classical theory of this field by assuming the simplest invariant Lagrangian 
which can be constructed out of "I and the covariant Q connection. It is shown that this theory 
describes three vector fields, two of them with mass and charge, and one massless and neutral. The 
latter is identifiable with the classical electromagnetic field. 

1. INTRODUCTION 

I N the development from Galilean to special to 
general relativity, it was shown by Einstein that 

the concepts of Euclidean geometry have only an 

* Supported by the National Science Foundation. 
t Now at the University of Buenos Aires. 
t Supported by the Swiss Commision for Atomic Research. 

approximate validity and that the true laws of 
geometry are subject to disturbances from place to 
place. Still more fundamental than the laws of 
geometry are those of classical logic as expressed 
in the propositional calculus. In the development 
from classical to quantum physics it was shown 
by Bohr that the concepts of classical logic have 
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approximate validity and that the true laws of 
geometry are subject to disturbances from place to 
place. Still more fundamental than the laws of 
geometry are those of classical logic as expressed 
in the propositional calculus. In the development 
from classical to quantum physics it was shown 
by Bohr that the concepts of classical logic have 
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only an approximate validity due to comple­
mentarity. Indeed, as has been shown by Birkhoff 
and von Neumann l in a fundamental paper, the 
class calculus of classical mechanics is a Boolean 
algebra, while that of quantum mechanics is a non­
distributive lattice. 

Here we consider the next step: the true laws of 
logic may be subject to disturbances from place to 
place. A preliminary examination of such a local 
variation of the logical structure shows that there 
is no nontrivial possibility for such a generalization 
of ordinary quantum mechanics. It is too simple 
a structure. 

A richer structure is obtained with quaternion 
quantum mechanics. 

In order to illustrate the new features introduced 
by quaternion quantum mechanics, we consider side 
by side the three simplest possibilities of a proposi­
tional calculus for a quantum system. In such a 
calculus, the propositions are represented as sub­
spaces (or projection operators) in an infinite­
dimensional linear vector space X F with coefficients 
from a field F. If F is continuous then there exist 
only three possibilities for F; the reals (R), the 
complex numbers (C), and the quaternions (Q). 
If F = C, we obtain ordinary quantum mechanics. 
It can be shown2 that F = R is in contradiction 
with nature unless it is supplemented by a super­
selection rule which makes it essentially equivalent 
with F = C. There remains finally F = Q or qua­
ternion quantum mechanics (Q quantum mechanics). 

The difference in the logical structure for the 
three cases is best shown if we consider the groups 
of symmetry transformations of the lattice of 
subspaces. Let ]i) be a projection operator in X F 

and M = EXF the subspace consisting of all elements 
of the form Ey; with y; E X F • We say the projection 
El is contained in ]i)2, and we write El < E 2, if 
Ml = EIX F is contained in M2 = E 2X F • An 
alternate equivalent way of stating this is 

ElE2 = E 1 • 

Consider now a permutation of the subspaces of X F , 

that is a one-to-one correspondence c/>(E) of the 
projections, such that 

El < E2 implies c/>(E1) < c/>(E2). 

Such a permutation is called a symmetry transforma­
tion of the lattice. The transformations of the 
Hilbert space that induce the symmetry transforma-

1 G. Birkhoff and J. von Neumann, Ann. Math. 37, 
823 (1936). 

2 E. C. G. Stueckelberg, Relv. Phys. Acta 33, 727 (1960). 

tions form the symmetry group (IF of the space. 
These groups are known. For F = R, it is the group 
o of all orthogonal transformations in X R • For 
F = C, it is the direct product of the group U c 

of all unitary transformations in Xc, with a cyclic 
group Z2 of order two. Finally, for F = Q, it is 
the direct product of the group U 0 of all unitary 
transformations in X o, with the group R3 of all 
rotations in three dimensions; 

There is an important difference between the 
groups gc and go, which will be decisive for the 
content of this paper: (Ie consists of two disconnected 
pieces while go consists of one piece only. This 
difference is directly connected with the difference 
in the group of automorphisms for the number field 
F. [A one-to-one correspondence a --t a'(a, a' E F) 
is an automorphism of F if it is continuous and 

(a + (3)' = (X' + {3', 

(a{3)' = (X'{3', 

for all (x, {3 E F.J The following facts are well known: 
the only automorphism for R is the identity, for 
C the group of automorphisms is the cylic group 
of order two (the generator being in this case 
complex conjugation), while for Q it is the rotation 
group in three dimensions and it is implemented by 

q --t q' = pqp-l for all q, p E Q (Ipl = 1). 

The advantage of a larger group of automorphisms 
of the quaternions is offset by the loss of commuta­
tivity. Quaternions do not commute. This leads to 
a major difficulty in Q quantum mechanics: Because 
of the noncommutativity of Q, a unique tensor 
product of Xo with itself does not exist. In ordinary 
quantum mechanics, this tensor product is necessary 
in order to formulate the quantum mechanics of 
composite systems. 

This deficiency can be turned into an advantage 
leading to a new basic principle, if we introduce 
the postulate that the laws of physics should be 
invariant with respect to this nonuniqueness in its 
mathematical description. We have called this the 
principle ot general Q covariance. 

We shall show that this principle leads in a 
natural way to a new basic field which is a generaliza­
tion of the Maxwell field and contains it as a special 
case. This field describes in addition to the neutral 
photons of mass zero, a pair of charged vector 
mesons with finite mass and a magnetic moment. 
These fields have a basic character in the same 
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sense as the g~.-fields in general relativity. They 
are directly connected with the intrinsic structure 
of the propositional calculus in its relation to the 
space-time continuum. We leave open, for the time 
being, how the fields of stable or unstable physical 
particles can be fitted into this scheme. We feel 
that the point of view presented here could be the 
clue to a deeper understanding of these questions. 

2. GENERAL Q COVARIANCE AND THE 
ELECTROMAGNETIC AXIS 

In a previous publicationa
•4 we have developed 

a quantum mechanics with noncommutative c 
numbers (probability amplitudes). We have shown 
that the only reasonable choice for these numbers 
is (if not the real numbers R, or the complex num­
bers C) the quaternion field Q. More general hyper­
complex number systems may be excluded. 

The most characteristic property of the qua­
ternions is their "roundness," which expresses itself 
mathematically in the existence of a group of 
automorphisms which is identical with the rotation 
group Ra in three dimensions. Switching to a 
number field with more automorphisms seems a 
natural way of obtaining multiplets with more 
members. This was the original motivation for the 
study of quaternion quantum mechanics. Therefore 
we postulate that the laws of the new quantum 
mechanics should be invariant under automorphisms 
of the quaternion number field. This invariance 
principle we call Q covariance, and the invariance 
group Ra we refer to as the Q group. 

In the attempt to apply quaternion quantum 
mechanics to localizable systems we are led to 
introduce an even stronger hypothesis which we call 
general Q covariance. We understand by it invariance 
of the physical laws under automorphisms which 
vary continuously from point to point of space-time. 

In order to formalize this principle, we recall some 
basic notions of quaternion quantum mechanics. 3,4 

The pure states are represented as normalized state 
vectors from a quaternion Hilbert space X Q • In such 
a space we have postulated two kinds of multiplica­
tions with scalars, one from the left and one from 
the right. This means if if; E X Q and q E Q, there 
is defined an element if;q and an element qif;. However 
while if; ~ qif; is a linear operator, if; ~ if;p is only 
colinear, defined below. These two operators 
commute: 

3 D Finkelstein, J. M. Jauch, and D. Speiser, "Notes 
on Qu~ternion Quantum Mechanics," CERN Repts. I, II, 
and III, (1959). ., . h d D 

4 D. Finkelstein, J. M. Jauch, S. Schlmmovlc , an . 
Speiser, J. Math. Phys. 3, 207 (1962). 

(qif;)p = q( if;p). 

In general, the elements qif; and if;q are different 
from one another. If they are equal for all q we 
call if; real. One can show that the real elements 
form a real linear space X B in X Q which is complete 
in the sense that its orthogonal complement in X Q 

is zero: xii = O. 
For every element if; E X Q and q E Q, we can 

define the transformation 

K(q): if; ~ if;. == qif;q-l, 

which we shall call conjugation. It leaves all the 
real elements in X Q invariant. This transformation 
induces a transformation of all operators defined 
on X Q • If 0 is such an operator, the transformed 
operator O· is defined by 

O· = qOq-l. 

We have previously introduced the notion of a 
colinear operator. An operator 0 is colinear if 0 is 
additive, and if for any if; E X Q , a E Q, there exists 
a scalar a' such that 

O(if;a) = (Oif;)a'. 

It can then be shown there exists a q E Q determined 
by 0 such that 

a' = a" = qaq-l 

The transformation K(q) is colinear in this sense, 
and moreover, every colinear operator 0 has a 
unique representation as a product of a linear 
operator OL with a K(q): 

o = K(q)OL' 

An operator 0 is said to be real if O· = 0 for all q. 
It has then the property of leaving the set of real 
elements invariant. 

The observables are self-adjoint operators A. They 
are not necessarily real. If they represent yes-no 
experiments (questions), they are projections. Special 
Q covariance requires that all the physical laws are 
invariant under the conjugations if; ~ if; •. At this 
point we might compare the situation with the much 
simpler one in ordinary quantum mechanics. The 
transformation which corresponds to if; ~ if;" is a 
complex conjugation in Xc. It assigns to every 
if; E Xc a vector if;" = gif;. This transformation is 
antilinear: 

and involutory: 

gXif; = X*fJif;,. 

(gif;, d<p) = (<p, if;), 
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The corresponding transformation of operators is 
given by 

AC=gAg- l
• 

An operator is real if A C = A. 
The physical laws are invariant under this 

transformation in the sense that all the observable 
consequences of the theory are expressible in real 
numbers. This is true even though these trans­
formations are not canonical. The commutation 
rules are, for instance, not invariant. 

We may paraphrase the meaning of this invariance 
property: There is no physical distinction between 
complex numbers having the same intrinsic algebraic 
properties. Likewise we would require for quaternion 
quantum mechanics: There is no physical distinction 
between quaternions having the same intrinsic 
algebraic properties. In this case, this means all 
those algebraic properties which are invariant under 
the transformation a ----t a" = qaq-l. 

The analogy to the ordinary quantum mechanics 
applies only for special Q covariance. We go now 
beyond this and formulate general Q covariance. 
ThiR notion is related to that of localizability of a 
system. In order to avoid too long a discussion 
which would obscure our main point, we shall not 
insist here on a precise and rigorous definition of 
this notion, but we shall use instead a heuristic 
language guided by physical interpretations and 
analogies. 

The physical properties of a system at a given 
point of space-time are described by a system of 
operators O(x) representing the observables asso­
ciated with this point. The observables at different 
space-time points commute if the points are situated 
spacelike (microcausality). We can consider the 
algebra ~(x) of bounded operators generated by 
the O(x). If we denote by ~I(X) the commutator 
algebra of ~(x), it follows from what has been said 
so far that 

~(y) s:; ~I(X) if x - y is spacelike. 

The simplest way to realize such commuting sets 
of operators associated with spacelike-situated points 
is to assume that we are dealing with a family of 
Hilbert spaces X(x), one for each x, and that the 
operators of ~(x) operate on X(x) only and are 
unit operators in all x(y) with y ~ x. In the manip­
ulations of quantum field theory, one unites the 
family of Hilbert spaces X(x) to a large Hilbert 
space X which has the formal properties of a direct 
product of the spaces X(x). 

If one attempts a similar thing for a quaternion 

field theory, one runs straight into the ambiguity 
of the direct product of quaternionic Hilbert spaces. 
This state of affairs suggests that the principle of 
Q covariance should be extended to a principle 
of general Q covariance which requires that it is 
physically meaningless to compare quaternions at 
different space-time points except in their intrinsic 
algebraic properties. An arbitrary choice must be 
made which relates quaternions at neighboring 
space-time points. But the physical content of the 
theory is independent of that choice. 

The formal expression of this principle would be 
the following. Let O(x) be the system of local 
observables (the shaky foundation on which this 
notion rests does not deter us), and consider the 
transformation 

O(x) ----t O"(x) == q(x)O(x)q -l(X) , q(x) E Q. (1) 

Simultaneously, every 1f;(x) E XQ(x) undergoes the 
transformation 

1f;(x) ----t if;"(x) == q(x)if;(X)q-l(X). (2) 

The family of transformations of this kind make up 
the invariance group of general Q covariance; 
briefly the general Q group. 

There are some simple consequences of such 
invariance requirements which appear already for 
special Q covariance. 

Let us look for instance at the Schrodinger 
equation, which in Q quantum mechanics takes on 
the form 

H1f; = TJif;, (3) 

where H, the Hamiltonian, is a nonnegative self­
adjoint operator, and TJ is an imaginary unit qua­
ternion operator which commutes with H; 

TJ2 = -1, 

If we carry out the transformations (1), (2) of the 
Q group, Eq. (3) transforms into 

H"if;" = TJ"if;". 

Since in general TJ" ~ TJ, we see that the Schrodinger 
equation is not invariant under the Q group unless 
we transform TJ as if it were a dynamical variable. 
The only feature that resembles this in ordinary 
quantum mechanics is the behavior of the Schr6-
dinger equation under the time-reversal transforma­
tion. There the i in the Schrodinger equation 
changes its sign because time reversal is an anti­
unitary transformation. 

A local field theory which satisfies the principle 
of general Q covariance will exhibit even more 



                                                                                                                                    

792 FINKELSTEIN, JAUCH, SCHIMINOVICH, AND SPEISER 

explicitly the dynamical character of 1/. The reason 
for this is that we must keep the formalism suffi­
ciently general to permit a variation of 1/ from point 
to point. Already in ordinary field theory it is 
possible to write the equations of motion in the 
form of Tomonaga. In this form, the state vector 
of the system is considered as a functional of a 
spacelike surface 0" and the equation of motion 
which expresses a local variation of 0" has the form 

H(x)1f[O"] = i{ 01f[0"l/ 00" (x) l, 

where H(x) is the Hamiltonian density. In Q quan­
tum mechanics, the corresponding equation would be 

H(x)1f[O"] = 1/(x){ 01f[0"l/ 00" (x) }, 

where 1/(X)2 = -1 and [H(x), 1/(x)] = o. 
Under general Q transformations, the operator 1/ 

transforms just like any other dynamical variables 
according to 

q(x) E Q. 

Evidently the Schrodinger equation is not invariant 
under general conjugations unless q(x) commutes 
with 1/(x). 

What can we make of this apparent asymmetry 
of Q quantum mechanics under general conjugations? 
A clue might be obtained if we consider those 
conjugations which leave the 1/(x) invariant. These 
conjugations form a certain subgroup of the group 
of all conjugations. They are generated by all those 
q(x) which commute with 1/(x). These transforma­
tions resemble gauge transformations of ordinary 
quantum field theory. In this analogy 1/(x) takes 
the role of the isotopic spin axis. 

It is well known that the requirement of the 
invariance of a field theory under local phase 
transformations leads in a natural way to a theory 
of the interaction of the electromagnetic field with 
a charged field. The above remarks indicate that 
the principle of general Q covariance contains the 
germ of a more general type of electromagnetic 
field theory, in which 1/(x) appears as a fundamental 
dynamical variable. 

The decision to raise the 1/(x) to the status of a 
field variable is a step which resembles in many ways 
the treatment of the metric tensor g~.(x) in the 
theory of general relativity. There it is geometry 
which becomes a part of the dynamical structure, 
here it is the "logic" of propositions which is in­
corporated into the fundamental dynamical laws. 

However there is a fundamental difference between 
the present attempt and general relativity which 
must be kept in mind: General relativity is a 

generalization of classical mechanics, Q quantum 
mechanics is a generalization of quantum mechanics. 

The geometrical implications of the former are 
such that they lead to a curved space described by 
a Riemannian differential geometry. The logical 
implications of the latter are such that they lead 
to a logic of propositions which changes from point 
to point so that we may speak of a "warped logic." 
In calling this the theory of warped logic, we have 
in mind that the lattices of subspaces of XQ(x) 
make up the class calculus of quantum mechanics 
because of the correspondence between subspaces 
and properties or classes. 

3. Q CONNECTION AND Q CURVATURE 

We now take the next step that is necessary for the 
construction of physical theories with quaternionic 
field operators subject to the principle of general 
Q covariance. The problem is the formation of 
derivatives of quaternionic field operators with 
respect to space-time coordinates. If A (x) is such 
a field operator, we can introduce the space-time 
derivatives a ~A (x). The definition of these quantities 
requires the comparison of the field A(x) with a 
field at a neighboring point according to the usual 
interpretation 

A(x + dx) = A(x) + dx~ a~A(x) + .... 
In a general Q covariant theory, the derivative 

a~A (x) is not a suitable formation since it is by 
itself not invariant under general Q transformations. 
Indeed we find 

a~(q(x)A(x)q-l(x» = q(x) a~A(x)q-\x) 

+ [a~q(x)q-l(x), q(x)A (x) q-l(X) ]. 

What we are faced with is the problem of compos­
ite systems and the tensor product all over again. 
We must subtract an operator at x from an operator 
at x + dx. This makes sense only as the difference 
of two operators on the tensor product of the Q 
Hilbert spaces XQ(x) and JCQ(x + dx). To define this 
product uniquely we have found that we must give 
an isomorphism between the quaternions at x and 
the quaternions at x + dx. If general Q covariance 
is not to be a trivial hypothesis, this isomorphism 
itself must be taken as one of the dynamical variables 
of the theory, since it is not invariant under the 
general Q group. 

The most general quaternionic isomorphism that 
goes over smoothly into the identity when the two 
points x and x + dx merge, is given by the first-order 
change in dx, 

q(x + dx) = q(x) - He/x) dx#, q(x)], 
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where C~(x) is a covariant space-time vector with 
pure imaginary Q components. In the analogy to 
general relativity, they correspond to the affine 
connection r~w We call the C ix) the Q connection. 
They may be taken as the potentials of a sort 
of generalized electromagnetic field. However, to 
guarantee general Q covariance, we shall mention 
the C ~ as seldom as possible, working always with 
the covariant combination D~ defined by 

D~·A(x) == a~A(x) + t[C~(x), A(x»). (4) 

The most general Q connection satisfies the follow­
ing identities, valid for any pair of fields A(x), B(x): 

D~·AB = (D~·A)B + A(D.·B), 

D~·(A + B) = D.·A + D~·B, (5) 

(D~·A)O = D".A o] 

where the superscript Q is the operation of quater­
nion conjugation. Furthermore, 

A point of notation: It is useful to be able to 
drop the operand A (x) in the definition of D" given 
by (4). If A is any operator, we shall write .:lA for 
the operator on operators defined by 

.:lA·B = [A, B). 

The properties of this .:l operation have been studied 
elsewhere. 6 Here we observe that Jacobi's identity 
takes the form 

.:l[A, B) = [.:lA] .:lB). 

We can now rewrite (4) as D. = a. + t .:lCw 

The invariant Q connection provides us with a 
transport of the quaternion number system from 
one point to a neighboring point. This transport 
can be extended to any point along a given curve. 
If q = q(O) is a quaternion at a point x = 0, the 
quaternion at a point x transported along a curve 
r: x = xes) which corresponds to q would be given 
by integrating the differential equation 

Dq = ° 
along r, where D = (dx"/ds)D .. In general this 
transport of the quaternion from one point to another 
will depend on the curve r. If the transport is 
independent of r for given end points, we say that 
it is integrable. The necessary and sufficient condition 
for the integrability of the transport is the vanishing 
of the commutator [D", Dv], which we shall call the 
Q curvature. 

S D. Finkelstein, Comm. Pure Appl. Math. 8, 245 (1955). 

A direct evaluation of this expression shows that 
it has the form 

[DM D.) = t.:lK"v, 
with 

K". = a"cv - a.c~ + t[CM Cpl. (6) 

The existence of the Q curvature expresses the 
fact that the transport of a quaternion from one 
point to another is only unique up to an auto­
morphism, belonging to the same automorphism 
class as the initial amplitude. The particular member 
of the class depends on the path of transport and 
the physical conditions. 

This possibility does not exist in C quantum 
mechanics, where the automorphisms of the number 
form a disconnected set consisting of just two 
elements. Thus an amplitude cannot vary continu­
ously within its class. 

Under the general Q group, the Q connection 
transforms according to 

D" ~ D:, where D~A q = (D~A)q. 

Explicit evaluation for D~ shows that it is of the form 

with 
C~ = qC"q-l - 2(a"q)q-l . 

The second term shows that C ~ does not transform 
like a quatemion under the general Q group. This 
is in complete analogy with the affine connection 
r~v which does not transform like a tensor in spite 
of its appearance . 

Because of this transformation law, it is possible 
to transform the C" locally to zero by a suitable 
transformation. It suffices indeed to choose local 
values for q and a"q such that they satisfy 

o = qC" - 2a"q. 

This condition can be extended to a finite region 
surrounding a given point if the partial differential 
equation 

a"q = tqC" 

is integrable. The necessary and sufficient condition 
for this is 

a.(qc") - aiqCv) = 0, 

which can be written in the equivalent form 

K,,, == aVc" - ap, + HC" C,,) = O. 

Thus we see the vanishing of the Q curvature is 
the necessary and sufficient condition for the 
existence of a coordinate system such that D~ = a .. 
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4. FIELD EQUATIONS FOR THE 
FUNDAMENTAL FIELDS 

In this section we discuss the dynamical properties 
of the fundamental fields 'f/ and Dw We treat these 
here as classical fields, leaving the quantization to 
a later treatment. Just as the quantization of affine 
connections in general relativity, the quantization of 
these fields raises fundamental difficulties which 
have not yet been overcome. Rather than dwell 
on these difficulties ,ve shall extract as much as 
possible from the classical part of the theory in 
order to gain an insight into the possible inter­
pretation of the formalism. Thus we assume that the 
field 'f/(x) is a pure, imaginary, quatemionic scalar 
in each of the Hilbert spaces X(x). 

In order to obtain a dynamical structure, that is, 
a set of field equations, we start with a Lagrangian 
which we assume in the simplest possible form. 
For the action density of the 'f/ field we assume 
HD~·'f/)(D~·'f/) and for that of the D field we assume 
iK~PK~p. We do not consider terms like 'f/2 since 
'f/2 = -l. 

Accordingly, the simplest action density for the 
full theory is a linear combination of the two: 

L = - 4~ K~'K~v - 2~ (D~·'f/)(D~·'f/) 
a, f3 > O. (7) 

We have chosen the signs in such a way that the 
"kinetic" terms in the energy (those quadratic in the 
time derivatives) make a positive-definite quadratic 
form. 

The field equations which follow from this action 
density are 

(8) 

and 

(9) 

Here i\ = i\(x) is the Lagrange multiplier associated 
with the subsidiary condition 'f/2 = -1. From the 
definition of K", follows further the identity 

D~K~v + D~Kv~ + DpK~~ = o. (10) 

The steps which lead to these field equations are 
similar to those leading to the equations of general 
relativity. Here, as there, the field equations are 
obtained from the simplest invariants which can be 
formed out of the fundamental fields. But there is 
an important break with the analogy to general 
relativity. In Einstein's theory, an action for the 
combined system of the metric tensor and the 
covariant differential operator consists of just one 

term, the doubly-contracted curvature tensor R, 
and it involves just one physical constant. We need 
two terms and two constants a, f3. The analogy 
broke because the metrical curvature describes the 
transport of one space-time direction in another 
space-time direction; but the Q curvature describes 
the transport of a quatemion in a space-time direc­
tion, and it makes no sense to contract one with 
the other. There is no analogue to R for us. From 
the action R follows by Palatini's identity that the 
covariant derivative of the metric tensor is zero. 
The corresponding equation for the 'f/ field would be 
D~· 'f/ = 0 and this equation does not follow from 
our action except in a limiting case to be discussed 
later. 

5. ELECTROMAGNETIC FIELD AND MAXWELL'S 
EQUATIONS 

The physical content of the Eqs. (8), (9), and (10) 
can best be extracted if we separate from the Q­
covariant differential operator D~ that part which 
does not change the 'f/ field. Any D" can be de­
composed into 

D" = D~ + D~, (11) 

where the first term is a derivative having the 
property 

and D~·'f/(x) = 0, 

D~ = D~ - D~. 
(12) 

In order to make this decomposition unique, 
we impose the further condition that D~, which can 
be shown to be a purely algebraic operator of the 
form 

(13) 

is associated with a B ~ that antic om mutes with 7]: 

(14) 

Under this restriction the decomposition (11) is 
unique and Q invariant. Anticipating the physical 
interpretation, we call D~ the "neutral" and D~ the 
"charged" part of the Q connection Dw 

In order to give an explicit expression for this 
decomposition, we lapse into noncovariant language 
and write 

D~ = a" + !L\Cw 

We observe the anticommuting properties of 'f/, 

'f/" == a,,'f/, and 'f/'f/" that derive from the relation 
'f/2 = -1: 
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Let us define C~ by writing 

D~ = ap + ~LlC~, 
so that 

C~ + B~ = Cpo 

The condition (12) together with (14) gives imme­
diately the result 

(15) 
where 

(16) 

Along with the decomposition of D into two parts 
goes a decomposition of its self-commutator and 
thus of the Q curvature K p , as well. Direct calcula­
tion shows that 

Kpv = Fpv'YJ + Bpr , 

where F.v is the real skew tensor defined by 

[D~, D~] = ~F.,Ll'YJ, 

and given explicitly by 

(17) 

(18) 

F., = a.A, - a,A. + t['YJ., 'YJ,l7J. (19) 

The pure imaginary skew tensor B., is defined by 

B., = D~B, - D~B. + HB., B,]. (20) 

The tensor F., identically satisfies the relations 

axF., + a.F,x + a,Fx• = O. (21) 

We obtain a further equation for the F., field by 
extracting from Eq. (9), that part which commutes 
with 'YJ(x). This part is obtained by taking the 
anticommutator of (9) with 'YJ(x). The result is 
the following: 

(22) 

with 

(23) 

Equations (21) and (22) are Maxwell's equations 
for an electromagnetic field with a source field given 
by (23). 

This result justifies identifying the Fx, with the 
electromagnetic field. The gauge transformations of 
the electromagnetic potentials are a subgroup of the 
general Q transformations consisting of all those 
which leave the field 'YJ invariant. Such transforma­
tions can be written 

A(x) ~ A"(x) = q(x) A (x) q-l (x) , 

where 

with 'P(x) a real but otherwise arbitrary space-time 
function. The transformed Q connection becomes 

where 

q.(x) == a.q(x) = h.(x)'P(x)q(x) + h(x)'P.(x)q(x). 

From this, with the help of Eq. (16), we obtain the 
transformed potentials A~(x) in the form 

A~(x) = -!{C:(x), 'YJ(x)}. 

Because q(x) commutes with 'YJ(x), this becomes 

and because 'I). (x) anticommutes with 'I) (x), the 
last term simplifies to 'P.(x). There results the 
transformation 

A.(x) ~ A:(x) = A.(x) + d.'P(X) , 

which we recognize as the usual gauge transforma­
tion of electromagnetic theory. We have thus 
recovered the entire formalism of the classical 
Maxwell field, but with a special current given by 
the expression (23). 

We now turn our attention to the "charged" 
part of the Q-covariant differential operator. 

6. HEAVY PHOTONS 

The vector field B. satisfies an equation of motion 
which is obtained from (9) by taking the qua­
ternionic component of (9) that is "orthogonal" to 
(i.e., anticommutes with) the electromagnetic axis 'YJ. 
We therefore take the commutator of (9) with 'YJ, 
for this is the quaternionic transcription of the usual 
vector product in three dimensions; the result of 
the calculation is the equation 

D~Do·B· - 2'YJB•F .' 

+ (a/f3)B' + HB., [B·, B'J] = O. 

In addition one obtains the equation 

D~·B" = O. 

(24) 

(25) 

These equations describe a field with a rest mass 

ME = (a/rN'. 
The field is electrically charged. This is shown by 

the wave equation (24) which contains the electro­
magnetic coupling in D~ in addition to an anomalous 
magnetic moment coupling [the second term in (24)]. 
The charge of the field is 
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Thus we see that the same Q connection contains 
the makings of both neutral massless particles and 
charged massive particles in a general Q-covariant 
way. l\foreover, the mass is a necessary consequence 
of the dynamics of the electromagnetic axis TJ. 
lt can be interpreted as due to the reaction back 
on the charged part B of the Q connection, resulting 
from the action of B on the electromagnetic axis. 
Both effects arise from the same term in the action 
density. 

The analysis of the resulting field equations shows 
that they describe a pair of charged vector bosons 
with a finite rest mass together with the interacting 
electromagnetic field. The equations for the Maxwell 
field are exact and can be derived without approx­
imations as a special case of the general field equa­
tions. But the equations for the vector bosons are 
nonlinear and their usual interpretation is only 
valid in a linear approximation. 

7. THE ELECTROMAGNETIC LIMIT 

.Just as in general relativity where the limit of 
vanishing curvature is important in understanding 
the success of special relativity, in Q quantum 
mechanics the limit of vanishing Q curvature 
K~, = 0 is important. We call this the case Q flat. 
In the Q-flat limit, the neutral and charged photons 
vanish. 

There are two interesting intermediate cases 
between the general case and the flat limit. The 
first is characterized by D~· TJ = 0, the second by 
AK~,· TJ = O. The first of these two conditions 
implies the second, since from D~· TJ = 0 follows 

o = [D", D,]'TJ = fl.K~,·TJ. 

But the second condition is weaker. Indeed from the 
first we obtain immediately 

o = D,,'TJ = DZ'TJ + t[B", TJ] = B"TJ. 

Since TJ ;t. 0, it follows that B~ = 0, and consequently 
also K~, = F~,1J. In this case the charged field alone 
vanishes. We could therefore call the case D"· TJ = 0 
the electromagnetic limit of the theory. 

[In case flK",' TJ = 0, we can only conclude 

D~B, - D~B~ = 0, 

from which follows, with the help of (24) and (25), 

(a/(3)B' + HBM [B", B']] - W'TJB" = 0, 

as an algebraic relation. The physical meaning of 
this case is obscure.] 

The electromagnetic limit characterized by 
D~· TJ = 0 can be interpreted more easily if we 
choose a Q frame in which TJ(x) becomes a constant 
quaternion, say TJ(x) = i a. Such a choice is always 
possible, for instance, by the explicit transformation 

with 

q = exp a(cos- I TJa)[TJ, i3l/2(TJ~ + 1];)t} 

cos (t COS-I TJa) 

+ {h, i al/2(1]! + TJD!} sin (t COS-I 1]"). 

In this frame 

TJ~ = 0, 

F", = a"A, - a,A". 

Since the B field is identically zero, the quaternion 
components in the directions i l and i2 never appear. 
We can therefore set 1] == ia = i and identify it with 
the ordinary (-I)!. The resulting field equations 
are identical with the classical equations of the 
source-free electromagnetic field. 
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Reduction of S-Matrix Elements* 

A. SYED 

Department of Theoretical Physics, Imperial College, London, England 

We have obtained expressions for the commutators of in- and out-fields with the generalized re­
tarded operators of Burgoyne and Ruelle. These are then used to show that the matrix element 

(PI, ... , pm out/ -pmH, ... , -pn in), 
where p == (pI, P2, ... , Pn) is arbitrary, can be reduced in terms of retarded functions without using 
the assumption of stability of one-particle states. 

1. INTRODUCTION 

THE LSZ formulation of field theory I .2 starts 
with the Heisenberg field Q(x) (for neutral 

scalar field) and studies the consequences of its 
general properties, such as relativistic invariance 
locality, asymptotic conditions etc. It is well known 
that using asymptotic conditions one can derive 
certain reduction formulas for the time-ordered, 
retarded, and the advanced products of the field 
operator Q(x). They are given by 

, x,,, z), (1) 

(2) 

= -i f dzfa(z)K,A(x; Xl, ... ,Xn , z), (3) 

where {fa(z)} is a complete set of c-number solution 
of Klein-Gordon equation, K. is the Klein-Gordon 
operator corresponding to the variable z, 

7" 2 a2 a2 a2 a2 
2 

K. = Dz + m == -2 - -2 - -2 - -2 + m, 
azo aZ I aZ2 aZa 

and Q~n' Q~ut are defined by 

Q::,out = -i f d3xQin,out(x)B":,fa(x). (4) 

While the first of these formulas can be used to 
reduce the matrix element 

* The research reported in this document has been spon­
sored in part by Air Force Office of Scientific Research, OAR, 
through the European Office, Aerospace Research, United 
States Air Force. 

1 H. Lehmann, K. Symanzik, and W. Zimmermann, Nuovo 
Cimento 1, 425 (1955). 

2 H. Lehmann, K. Symanzik, and W. Zimmermann, Nuovo 
Cimento 6, 319 (1957). 

(PI' pz, ... ,Pm out I kl' k2 ... ,kn in) (5) 

to what is essentially the vacuum expectation value 
of a time-ordered product,3 it has been pointed out 
by LSZ4 and Polkinghorne5 that Eq. (2) [Eq. (3)] 
is not sufficient to reduce (5) to the vacuum expecta­
tion value of a retarded product (advanced product) 
if m > 2(n > 2). However, RueIle6 and Burgoyne7 

have shown that the equation 

T(Pl' pz, ... ,Pn) = R,,(Pl, P2, ... ,Pn), 

where R" is a generalized retarded operator and 
the tilde denotes the Fourier transform, holds for 
certain region (depending on a) of the momentum 
space. We may, therefore, expect to be able to 
reduce (5) to retarded functions if we consider the 
generalized retarded functions also in addition to 
the ordinary ones. This reduction is desirable as 
the retarded functions are more useful than the 
time-ordered functions due to the fact that they 
can be continued analytically in the momentum 
space. 

The difficulty which arises when one tries to 
reduce (5) to retarded functions is that one requires 
an expression for the commutator 

[R(x; Xl, X2, •. , ,xn), Q~:t] 

similar to the expression (2) for 

[R(x; Xl, X 2 , ••• ,Xn), Q7:1· 

As we see later, this turns out to be one of the 
generalized retarded operators, so if we want to 
proceed one step further in the process of reduction 
of (5), we need the commutator of this generalized 
operator with Q~: and Q~:t. Further reductions will 
require commutators of other generalized operators 

a See reference 1. 
• See reference 2. 
• J. C. Polkinghorne, Proc. Roy. Soc. (London) A247, 557 

(1958). 
6 D. Ruelle, Nuovo Cimento 19, 356 (1961). 
7 N. Burgoyne, Ph.D. thesis, Princeton University, 1961 

(unpublished). 
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with the in- and out-fields and therefore, in the 
following, we study the commutator of an arbitrary 
generalized operator with Q~:.out. 

First of all, let us give a precise definition of these 
operators.s If we consider the (n - l)-dimensional 
space QO of qO == (q~, q~, ... , q~) with 

" L q~ = 0, 
i=l 

the (2"-1 - 1) distinct hyperplanes 

q~ = 0, 

(with J any subset of {l, 2, '" , n} and qJ = 
LiEJ qi) will divide it into a set of convex polyhedral 
cones, say C~, each radiating from origin. It is 
clear that each cone C ~ determines uniquely whether 
qJ > 0 or -qJ > 0 for qO E C~ and that there 
is at least one J, say J', such that q~. has different 
signs in C ~ and C~ for ex ~ (3. Thus there is a one­
to-one correspondence between the cones C ~ and a 
consistent choice of sign of qJ for all J. 

Consider next the space Q of the 4-vectors 
.. 

q == (ql, q2, ... ,qn), with L qi = O. 
i =l 

We now define the convex cones Cain this space by 
the condition that q E C a if 

(i) qJ E V + for all J such that 
qJ > 0 when qO E C~; (6) 

(ii) qJ E V_for all J such that 
qJ < 0 when qO E C~. 

In other words, q E C a if qJ E V ... for all J, and 
the subscript of V, for each J, is such that qO E C~. 

Corresponding to each of these cones C a, Burgoyne 
now defines a generalized retarded operator by 

R",(XI, XZ , ••• ,xn) = L: ± O~(il' i2) ••• 

where 

(i) 7r is the permutation k ~ ik and 

W(il , i 2 , ••• ,in) = Q(Xi.)Q(X i ,) ••• Q(XiJ; 

(ii) the sum is over all the permutations of 
(1, 2, 3, '" , n); 

(iii) the choice of sign in O~(ik' i k+ I ) == O[± (X~k -

x~k+Jl is plus if qK E V + when q E C a 

and minus if qK E V_when q E C "" K being 
the set IiI, i z, ••• , id; 

(iv) the over-all sign of each term in the summa­
tion is plus or minus according to whether 
the term contains an even or an odd number 
of 6-minus functions. 

8 This is the definition given by Burgoyne in reference 7. 

These rules define each Ra uniquely. Burgoyne7 

and Araki9 have shown that its vacuum expectation 
value 

r",(x I, X2, ... ,xn ) = <0 IR.,(xl , X2, •.. ,xn)1 0> 
is a Lorentz-invariant distribution vanishing outside 
the cone C~ (in XO space) which is conjugate of the 
cone C~ (in qO space), i.e., it is the set of all x such 
that 

x~ q~ + x~q~ + .. , + x~q~ > 0 

for all q E Ca. Hence, the Fourier transform 

fJpI' P2, ... ,Pn) 

will be the boundary value (as q ~ 0) of a function 

s == P + iq 

analytic for arbitrary P and q such that 

q == (qO,O), qO E C~. 

It can be easily seen that the ordinary retarded 
and advanced operators correspond to the cones 

R(xl ; X2, X3 '" ,xn ) ~ C-;, 

A(xI; X2, ... ,xn) ~ C: , 
where C~ and C~ are determined by 

C~: q2, q3, 

C~: q2, qa, 

2. REDUCTION FORMULAS 

Consider now the commutator [R"" Q~:l. We have 

[R",(x I , X 2 , '" ,xn ), Q;:l 

in the sense of weak convergence. Here we have 
used the definition (4) for Q~: and the asymptotic 
condition. Let us now assume that there exists a 
generalized retarded operator 

such that 

lim [Ra(Xl' X2, '" ,xn), Q(z)] 
eO_=--oo 

In Sec. 3, we will give a method which explicitly 
determines R",- when R", is given. Using (8) we 

9 H. Araki, J. Math. Phys. 2, 163 (1961). 



                                                                                                                                    

REDUCTION OF S-MATRIX ELEMENTS 799 

will get 

= i J dz a,.[Ra-(xl , x2 , '" ,Xn , z)a.,fa(z)], 

as it will be shown later that 

lim Ra-(Xl' x2 , ••• ,Xn , z) = O. (9) 

Using now the fact that fa(z) satisfies the K-G 
equation and performing integration by parts over 
spatial variables we will get the required formula 
for the commutator as 

= -i J dzfa(z)K.Ra-(Xl' X2 , ••• 'Xn) z), (10) 

where Ra- is obtained from Ra according to (8). 
By a similar method, we can show that 

[R a (Xl , X 2 , ••• ,Xn), Q~:t] 

(11) 

where Ra+ is the generalized retarded operator 
given by 

lim [Ra(x l , X 2 , ••• ,xn ), Q(z)] 
.°-++ 00 

= - lim Ra+(XI' X2 , '" ,Xn , z). 
z0-t+ 00 

3. DETERMINATIONS OF Ra * 

Let us suppose that 

(12) 

is a given arbitrary generalized retarded operator, 
i.e., we know whether qJ E V+ or V_ when q E C,,' 
for all subsets J of the set 

{1,2,3, .. · ,n}. 

We now define the cone C a - by the conditions 

(i) qJ E V+ in Ca - for all J such that qJ E V+ 
in Ca ; 

(ii) qJ E V_ in C,,- for all J such that qJ E V_ 
in Ca ; 

(iii) qn+l E V_and hence ql + q2 + ... + qn E V + 
in C a -. (13) 

If J is such that q J E V _ in C a ,then according to 
(ii), qJ E V_in C a- also, so that qn+l + qJ E V_ 

in C a-' If, on the other hand, it is such that qJ E V + 

in Ca, then q:r E V_ in Ca and hence, by (ii) again, 
q:r E V_ in Ca - also, so that qJ + qn+l E V+ in Ca -. 

Thus the above conditions determine whether 
qJ + qn+l is in V + or in V _, i.e., (12) defines the 
cone Ca - completely and uniquely. 

We now show that the operator 

corresponding to the cone C a - satisfies (8). From 
the definition of generalized retarded operators, we 
have 

lim L: ±O=(il i 2) ••• 
XOn+l--oo 11'""+1 

n 

lim L: L ±O.(il , i 2) ••• 

:.:°"+1_- 00 I-O 'Kn 

Consider now the product 

O.(il' i 2) ••• [O.(il' n + I)O=(n + 1, i.+l)] 

X O.(in - l , in). 

(14) 

(15) 

The subscript of each of the 0 functions is given by 
the rule (iii) in the definition of the retarded operator 
(7). As X~+l ----t - <Xl, the product of the two 0 func­
tions in the square brackets, and hence the product 
(15) itself, will be zero unless the SUbscript of the 
first 0 function is (+) and that of the second is (-). 
This will be true only when 

qL E V+, qL + qn+l E V_ in Ca -

where L == {iI' i 2 , '" ,iz}. 

On the other hand the conditions (13) defining C a­

show that this is not true for 1 ::::; l ::::; n - 1. Hence, 
in the summation over l in (14), the only terms 
different from zero will be the ones corresponding 
to l = 0 and l = n. In the l = 0 case, (15) will 
become 

O_(n + 1, il)O.(il , i 2) ••• O.(in-l, in) 

= - O.(il' i 2) .,. O.(in-l' in), 

as qn+l E V_ in Ca- and O_(n + 1, il) = 1 in the 
limit X~+l ----t - <Xl. The minus sign appears because 
the left-hand side has one O-minus function more 
than the right-hand side. Thus, the term in (14) 
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corresponding to 1 = 0 will be 

lim - L ±8.(il , i2) ••• 

%°"'+1_-00 11'" 

X 8. (in-l , in)Q(xn+I)W(il , i2 , ••• , in) 

= - lim Q(xn+I)R,,(xI , X2 , ••• ,xn), (16a) 

as for any J, qJ is in V + or in V_in C a- according 
as it is in V+ or in V_ in Ca. 

Similarly, when 1 = n, (15) will become 

8.(il , i 2) ••• 8",,(in - 1 , i n)8+(in , n + 1) 

= 8~(il' i 2 ) ••• 8",,(in - l , in), 

as ql+q .. +·· ·+qnEV+ in Ca- and 8+(in, n+I)=I 
in the limit X~+l ----7 - co. This time no minus sign 
appears because the left-hand side and the right­
hand side have the same number of 8-minus func­
tions. The term in (14) resulting from 1 = n is, 
therefore, 

lim L ±8*(i1 , i 2) ••• 

x 8",,(in-l, in)W(il , i 2 , ••• , i,,)Q(Xn+l) 

lim R,,(x I , X 2 , ••• ,xn)Q(xn + 1). 

Combining (16a) and (I6b) we get 

lim R,,-(xI , X 2 , ••• ,Xn , xn+l) 

(I6b) 

Consider the product (15). As X~+I ----7 + co, the 
product of the two 8 functions in the square brackets 
will be different from zero only when 

qL E V_ and qL + qn+l E V+, 

where L == /il, i2, ... ,izl. 

This is impossible for 1 :::; 1 :::; n - 1, as qL and 
qL + qn+ I are either both in V + or both in V_ 
in C,,-. When 1 = 0 and 1 = n, (15) will be nonzero 
only if q,,+1 E V+ and ql + ... + qn E V_, respec­
tively, and this is again not the case, as q.+! E V_ 
in Ca -. Hence, all the terms in the summation 
over in (18) vanish, so that (9) will be automatically 
satisfied. 

To illustrate the results already obtained, let us 
evaluate the commutators 

and 

where Ro is the ordinary retarded operator. The 
cone Co is defined by 

J ~ 0, 

J ~ {I,2, ... ,n}, 

where J is any subset of /1,2, ... , n}. Hence, if 

,xn) [Ro(xo; Xl, X2, ... ,Xn), Q~=] 

+ Ra(XI, ... ,X,,)Q(X,,+I), = -iM~+lRo-(xo; XI, X2 , ••• ,Xn, X,,+l), (2a) 

which shows that R a -, defined by (13), satisfies (8). where M is defined as the operator 
In an exactly similar manner, we can show that 

the operator Ra+, satisfying (12), is the generalized M~ = J dxda(x.)Kxu (19) 
retarded operator corresponding to the cone C ,,+ 

defined by the cone Co- is defined, according to (13) by 

(i) qJ E V+ in C,,+ for all J such that qJ E V+ 
in Ca ; 

(ii) qJ E V_ in Ca+ for all J such that qJ E V_ 
in C a ; 

(iii) qn+1 E V+ and hence ql + ... + qn E V_ 
in Ca +. (17) 

We now verify Eq. (9). We have 

lim Ra-(x l , X 2 , ••• , Xn , xn + l ) 

%0,.+1--f(;O 

n 

lim L L ±8*(il , i 2) ••• 
%°,.,+1-+00 l-O 1rn 

X W(il , ••• ,ii' n + 1, i1+l, ••• ,in). (18) 

J ~ 0, 

i.e., by 

I ~ 0, 

qo+ qrE V+ I~ {I, 2, ... ,n,n+ 11, 

where I is any subset of /1, 2, ... , n, n + I}. This 
shows that Ro- is the ordinary retarded operator 
so that (2a) is identical with (2) as it should. 

Similarly, if 

[Ro(xo; Xl, X2, ... ,X,,), Q~:t] 
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the cone Co+ will be defined by 

qJ, qJ + qn+l E V_ 

qn+l' qJ + qo E V+ 

i.e., by 

J ¢ 0, 

J ¢ {1,2, '" ,n), 

qI E V_, I .,c. 0 

qn+ 1, qo + qI E V + , I ¢ {I, 2, .,. ,n), 

{I, 2, .. , ,n,n + 1). 

This shows that for n ;::: 2, Co+ is the cone'O C~ n+I 
which is defined by 

and to which corresponds the generalized retarded 
operator 

For n = 1, Co+ will be identical to the cone 

C~: qo, q2 E V+, 

to which corresponds the advanced function 

A,(xo, X" X2)' 

Thus we will have 

[Ro(Xo; x,), Q::t] = -iM~A,(xo, x,, x2), 

[Ro(xo; x,, ... xn), Q::t] 

If Can is itself obtained from an (n - I)-point cone, 
i.e., if we have 

Ca. = C{an_I, ±n), 

where the prefix ± means either (+) or (-), and 
C an_, an (n - I)-point cone, we will write 

Can+' = C{an-I, ±n, (+n + I)}. 

If we continue this process of expressing Ca. in 
terms of C a" then 
either (i) it will terminate at a stage i > 1, i.e., we 

will have 

Can+> = C{ai' ±(i + 1), ... , ±n, +(n + 1»), 

where each of the prefixes is either (+) or 
( -) and C a, is an i-point cone such that 
it cannot be obtained from any of the 
(i - I)-point cones. As an example, Ca , 

may be the 5-point cone C'il of reference 
10 which cannot be obtained from any 
of the 4-point cones; 

or (ii) it will go down to i = 1. In this case we 
have 

Ca.+, = C{±l, ±2, ... , ±n, +(n + 1»); 

clearly the prefix of the first and the 
second index must be different. We also 
note that all the cones up to 4-point case 
can be expressed in this form. 

for n?: 2. (20) Thus, we see that an arbitrary n-point cone Ca. 

4. CONNECTION WITH STEINMANN 
RETARDED OPERATOR 

In this section, we study some of the properties 
of the retarded operators of the type Ra± defined 
by (8) and (12). Let us start by introducing some 
new notations. If Ca. is an arbitrary n-point cone, 
we can obtain from it, two (n + I)-point cones 
Ca .+, and Ca ,.+, which are defined by 

according as qJ E V. in Can' qn+1 E V_, 

J == any proper subset of { 1, 2, .,. ,n). 

We denote these cones by 

C{a, +(n + 1») and C{a, -en + 1»). 

will either have the form 

Can = C{ ±i" ±i2, .,. , ±inl, (21a) 

where (i" i 2 , ••• ,in) is a permutation of (1, 2, ... ,n), 
or the form 

Can = C{a;, ±i;+I, ... , ±inl, (2Ib) 

where the j-point cone C a i can not be obtained from 
any of the (j - I)-point cones. 

We write 

Ra.(XI' X2, , xn) = R{a;, ±i;+l, ... , ±inl, 

ra.(x
" 

X2, , xn) = rIa;, ±i;+l' , ±inl, 

ra.(P" pz, , Pn) = rIa;, ±i;+l' , ±inl, 

where Can is the cone given by (2Ib). 
Clearly the cones C a± defined by Eqs. (13) and 

(17), are given by 

Ca - = Cia, -en + 1) IC a + = Cia, +(n + 1»), 

10 For particular cones and corresponding retarded func- so that the reduction formulas (10) and (11) can 
tions, we use the notation of Burgoyne given in H. Araki 
and N. Burgoyne, Nuovo Cimento, 8, 342 (1960). be written as 
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= -iM~+lR{a, -en + I)}, 

[Ra(XI' ... ,Xn), Q~:t] 

= -iM:+IR{a, +(n + 1)). 

(22a) 

(22b) 

The complex (not the Hermitian) conjugate of these 
formulas will be 

[Q7n, Ra(XI' '" ,xn)] 

= -iM::lR{a, -en + 1)), 

[Q~ut' R,,(Xl' ... ,Xn)] 

= -iM~:IR{a, +(n + I)}, 

where M~' = f dxd*,,(Xi)K~i' 

(22 c) 

(22d) 

Here we have used the fact that as Q(x) is Hermitian 
the complex conjugates and the Hermitian con­
jugates of Q7n.out will be the same, as can be seen 
from their definition (4). In the next section we will 
use (22a) and (22d) for the reduction of matrix 
elements. 

In general, an arbitrary n-point cone C" has a 
basis of more than (n - 1) elements, i.e., it can be 
completely defined only by more than (n - 1) 
conditions of the form 

qr E V ~ for q E C a, 

I == a subset of (I, 2, ... ,n). 

Thus, for example, the 5-point conelO C~~ referred 
to above, has a basis of 6 elements, namely 

while the cone 
C{a, -en + 1)) 

is defined by 

Thus, if C a is defined by (n - 1) conditions, 

C{a, ±(n + 1)) 

is defined by n conditions. Hence, as 

C{ +il , -i2) and C{ -iI' +i2} 

are defined by just one condition each, namely 

qi, E V+ and qi, E V_, 

respectively, it follows by induction that all the 
n-point cones of the type (21a) will have a basis of 
just (n - 1) elements. 

Now let the cone 

Ca == C{ ±il , ±i2 , ••• , ±in } 

be defined by (24). Then, as we can write 

qlxl + q2X2 + '" + q"xn = qr,X I + 

where X i are linear combination of terms of the form 

U,V = 1,2,'" ,n, 
and the conjugate cone C a is defined by 

qi + qn E V +, (23) Thus, r a, whose support is ~, will vanish if 

qi + qn X~ < ° or X~ < ° or ... or X~_I < 0, 
(i, j, 1, m, n) = a permutation of (1, 2, 3, 4, 5). 

However, we can show that the cones of the type 
(21a) have a basis of just (n - 1) elements. For let 
C a be an n-point cone with a basis of (n - 1) 
elements and suppose that it is defined by 

(24) 

III 12, '" ,In - l == subsets of {I, 2, ... ,n}. 

Then it is easily seen that the cone 

C{a, +(n + I)} 

is completely defined by the conditions 

and, therefore, due to Lorentz invariance, also if 

Xl EE V+ or X 2 EE V+ or ... or X,,-l EE V+, 

i.e., if x EE Ca. For if there is an Xi EE V + and X~ > 0, 
we can find a Lorentz transformation which will 
take Xi to a point with negative time component 
and hence r a will vanish for such Xi' If we now 
consider the Fourier transform 

s == p + iq, 

we see that it will be analytic in the tube 

Ta : p arbitrary, q E Ca 

and, hence, also in the extended tube 

T~ = V AT", L(G) == complex Lorentz group, 
AEL(C) 

by the theorem of Hall and Wightman. 
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It may be noted that although the analyticity in 
the tube T a, and hence in the extended tube T~, 
cannot, in general, be proved when the cone C a has 
a basis of more than (n - 1) elements, this can 
be explicitly done in the case of the 5-point func­
tion r:; corresponding to the cone C~i defined by 
(23). For, using Steinmann relations,l1 it can be 
shown that 

if (Xi - Xl) and anyone of (Xi - xm ), (Xi - X.), 
(X; - Xl) is not in V +. 

Here, 

(i, j) = a permutation of (1, 2), 
(l, m, n) = a permutation of (3, 4, 5). 

This support properly ensures that 

xlql + X2q2 + X3q3 + X4q4 + X5q5 

will be positive when q E C~~ and X is such that 
ri2 ~ 0, so that the Fourier transform 

will be analytic in the tube 

T : p arbitrary, q E C~~. 

The analyticity in the extended tube now follows 
from the theorem of Hall and Wightman which can 
be applied in this case also, even though the tube 
T differs from the tube CR4 of the theorem, due to 
the fact that the cone C~~ has a basis of 6 elements. 
This can be verified by looking at the proof of the 
theorem which remains unchanged if the tube Clln - I 

is replaced by a tube of the form 

p arbitrary, q E C a, 

and C a has a basis of more than (n - 1) elements. 
We now explicitly determine the support of 

r{±il' ±i2 .... ,±inl· 

In fact, we will show that this function vanishes 
if any of the following (n - 1) conditions [cor­
responding to the (n - 1) values 2, 3, ... n of lJ 
is satisfied: 

X~, - xL < ° if qil E V+ (25a) 

for all m < l and such that qim E V_, 

and 

Obviously, it is sufficient to prove the condition 
corresponding to the case l = n. Consider first the 
function 

r{±il' ±i2 , ••• , ±in- I , +inl; (26) 

a general term in its expansion will be 

±()~(lCI' k2) ••• () .. (le;, in) 

X () .. (in , k;+I) ... () .. (kn +2 , len-I), 

X <0 IW(kl ,le2, ... ,k;,iMk;+I, ... kn- 1) I 0), (27) 

where (kl' ... kn-i) == a permutation of (ii, ... ,in-I)' 
Now if 

qk, + qk, + ... + qk, + qi n E V +, 

there will exist a smallest integer t > j such that 

gk, + qk, + ... + qkj + qi n 

+ qki+' + ... + gk, E ~v . 
Clearly, this will imply gk, E V _. The term (27) 
will contain the factor 

()+(in, k;+1) ()+(ki+1, k;+2) ... ()+(k'_I' k,), 

and hence will be zero, if 

On the other hand, if 

qk, + ... + gkj + g.i E V_, 

there will exist a largest integer t < j, such that 

qk, + Ijk, + ... + gk,_, E V+, 

and hence gk, E v ... The term (27) ,,,ill now contain 
the factor 

()_(k" k'+I)()_(k,+I, kw) ... ()_(k j - 1 , kj)()_(k j , in) 

and will. therefore, be zero if 

X? - xZ, < 0. 

Thus, every term in the expansion of the function 
(26), and hence the function itself, will vanish 
if (25a), with l = n, is satisfied. To see that all 
In < l are to be included in (25a), we note that the 
term 

±()_(k l , in)()-(in, k2)() .. (k2, k3) ... () .. (kn - 2, kn_l ) , 

<0 IW(kl' in, k2' k3' ... ,kn-I)I 0), 

X~ I - X~'" > ° if qi, E V - (25b) for an arbitrary k i such that qk, E V_vanishes 

for all m < l and such that gi .. E V+. only when 

11 O. Steinmann, Relv. Phys. Acta 33, 341 (1960). X~. - x~, < 0. 
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Similarly, we can show that 

vanishes if 

for all m < n and such that qi m E V +, as required 
according to (25b). 

Lastly, we show that the set of retarded operators 

RI±il , ±i2 , ••• , ±in} 

is identical with the set of Steinmann's retarded 
operators 11 

Q(Xi. ! Xi, ! ... ! Xi.)' 

Here ! means either i or L and these later are 
defined as follows: 

Let H(x 1, X2, ••• , Xn,) be an operator of the form 

= L t ~ (x" ... ,xn)Q(x; J ... Q(Xin), .. 
where the summation extends over the set of all 
the permutations 71' : j ~ i; and t .. are arbitrary 
C-number functions. Steinmann defines 

n 

= L O(x~ - x~+l)H(xl' X2 , ••• ,X;Xn+l' ... ,xn), 
i-I 

H(xl' X2 , ••• ,X" t Xn+l X) 

== H(xl' X2 , ••• ,xn ) ! Q(xn +1) 

n 

= L O(X~+l - x~)H(xl' X2 , "', X;Xn+l,"', xn), 

where X;Xn+l' means that in the definition of H, 
X; is replaced by the commutator 

[Q(X;), Q(xn+1)]. 

It is easily seen that the identity of the two sets 
of functions will be established if we can show that 

,Xn ) i Q(xn + 1) 

= Rlan , -en + I)}, (28a) 

Ra.(Xl, ... ,Xn) t Q(Xn +1) 

= -Rlan , +(n + I)}, (28b) 

where Ca. is an arbitrary n-point cone. Now we have 

Ra.(Xl' X2, ... ,xn) i Q(xn +1) 

n 

L O(j, n + I)Ran(xl' 
i-I 

n 

L O(i;,n + 1) L (-I)"O~(il' i2) 
i-I 

X O.(in- 1 , in)Q(XiJ ... 

X Q(Xii_J[Q(Xi ), Q(Xn+1)]Q(Xii+J ... Q(XiR' 

= L (-I)"O(i1 , n + I)O.(i1, i 2) 

n 

+ L L (-I)"O .. (il, i 2) ••• O.(i;_l, i;) 
11'" i-I 

X [O.(i;, i;+1)O(i;, n + 1) - O.(i;, ii+l) 

X O(ii+l, n + 1)]O ... (ii+l' ii+2) ... O.(in-l' in) 

where u is the number of O-minus functions. 
Using the identities 

O+(i;, i;+I)[O(i;, n + 1) - O(i;+l, n + 1)] 

= O+(i;, n + I)O+(n + 1, i j +1) , 

O_(i j , ii+l)[O(i;, n + 1) - O(ii+1' n + 1)] 

= - O-(ii' n + I)O_(n + 1, ii+l), 

we get 

Ra.(x1, x2 , ••• ,xn) i Q(xn+1) 

= L (-I)"'O_(n + 1, i1)O ... (i1 , i2) 

n 

+ L L (-I)"'O ... (i1 , i 2) ... 

i-I 11' 

X O ... (i;_l, ii)[O.(i;, n + I)O.(n + 1, ii+l»), 

X O.(i;+l, ii+2) ... O.(in-l, in) 

n 

= L L(-I)"'O.(i1 ,i2)·" 

i-O .... 

X O.(i j _ 1 , i;)[O.(i j , n + I)O.(n + 1, i;+1)] 

X O.(i j +1 , ii+2) ... O.(in-l, in) 

where u' is again the number of O-minus functions 
and the suffixes of the two 0 functions in the squared 
brackets are either both plus or both minus. As this 
last expression is just equal to the operator 

Rlan , -en + I)}, 

we get Eq. (28a). The second part, Eq. (28b), 
can be proved in an exactly similar manner. 
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5. REDUCTION OF S-MATRIX ELEMENTS 

Burgoyne has shown that if 'l'(PI' Pz, .,. , Pn) 
and R .. (p), P2, ... , p,,) are the Fourier transform 
of the time-ordered product and the generalized 
retarded operator corresponding to the cone C '" 
then if P E C a, the two will be equal. We also 
know that by using (1), we can reduce the matrix 
element 

to (29) 

( ')" J d d d -iLp,x'K K K -'1 Xl x2 , .... • X1J, e Z1 x,··· Xn 

x (0 IT(xl , '" ,x,,)1 0). 

Hence, if we are able to carry out the reduction 
of (29) in terms of generalized retarded functions, 
we must expect that if P E Ca , 

(PI, pz, .. , ,pm out I -pm+), -pm+2, .. , , -Pn in) 

= (-i)" f dx l dx2 ,., dx" 

X -.Lp,z'K K ( e %1. .. fI • :e,r a Xl, .... (30) 

We see in the following that this is, indeed, the case. 

= (-it lim J dYl '" dYn 
tliG~+CO 

X Q(Yl + x) '" Q(Yn + x) a." 
X '" a.., exp (i ~ PiYi) 

X exp (i ~ kix) IkJ ... lem in). 

Changing the variable of integration from Yi to 
Y. - x, we see that this becomes 

exp [ -iX( t Pi - ~ lei) JQ~~t '" Q~~t 
X Ikl ... Ie", in). 

This shows that 

is an eigenstate of P corresponding to the e-value 

As the energy-momentum 4-vector of every eigen­
state of P is to lie in the forward light cone, we have 

First of all, we give the following lemma. Q~~t ... Q:~t Ik) .,. k", in) = 0 

Lemma: if 

Qlh Q"> Q'" Ik k out out ., •• out 1, 2, ••• ,km in) = 0, 

if 

PI + pz + ... + P" - kl 

- k2 ... - k", EE V_and ~O. 

These are the generalizations of 

Qfn Ik out) = 0 if P - k EE V_ and ~ 0, 

which one should expect to be true, as there are 
are no states which have their energy-momentum 
4-vector outside the futUre light cone. 

The proof runs as follows: 
If P is the energy-momentum operator, we have 

iPXQP> Q"n Ik k' ) e out" .. " out 1· *., m. In 

= (-t)" lim J dYl ... dy .. 
",O--t+CO 

X e,PzQ(y) ... Q(y,,)~, • ... 

X ~., exp (i ~ PiYi) Ikl' ... k .. in) 

The second part of the lemma can be proved III 

exactly similar manner. 
Next we prove 
Theorem: The matrix element 

(p), P2, ... 'Pm out I -p",+), -pm+2, ... , -P .. in) 
(29) 

with pEe a, an arbitrary n-point cone, can be 
completely reduced to a linear combination of 
retarded functions of the form 

Proof. Let us assume that the first (Ie - i) reduc­
tions in (29) can be carried out, i.e., (29) can be 
expressed as a linear combination of terms of the 
form 

X = IT M(ij , '" , i;/ R{±iHl , ... , ±id 

X liw, ... ,i,,), (31) 

where the product IS over suitable M operators 
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defined by (19), and where we have used the notation as now we have 

/~ t I R{±· ±. } _po
, .• +, _ p,"+' > +po

", + ... + pO,., .. \l'i" Pi" ... ,Pi; Ou ~;+" "., ~k • 

X I-PiH" ... , -Pi. in) = (ii, i 2 , ••• ,i;1 

X R {±i;+l, ... , ±id lik+1 '.' , in). (32) 

Further, let 

+ P~J 
> p? + ... + p~;. (33) 

Then there will exist a smallest integer l such that 
the sum of l of the energies 

(-P~i+l' -P~k+" ... , -p~,) 

will be greater than the rhs (right-hand side) of 
(33). Without any loss of generality, we may take 
them to be 

(-P~+l' -P~+2' ... , -P~H')· (34) 

consider first the case l = 1. We will have (writing 
Q~:j* == Q{:) 

x = II M(il' '" ,i;! R{±i;+l, ... , ±id 

X Q1~+1. lik +2 , '" 

[using (22a)]. 
The second term vanishes according to the lemma as 

-P~H' > P~. + ... + P~n' 
so that X is equal to matrix element in which 
k - j + 1 reductions have been carried out. 

Hence, commuting Q:~+>' back in the second term, 
we will get 

X = II M(il' '" ,i;1 R{±i;, ... , ±ik , -ik+d 

X lih+2, ik +3 , ••• ,in) + II M(il' ... ,i;1 

X R{±i;, ... , ±ik , -ik +2 } lik+l' i k +3 , ••• in) 

- II M(i1 , '" ,i;[ R{ ±i;, 

i.e., X is equal to a sum of terms, in each of which 
either (k - j + 1) or more reductions have been 
carried out. 

Similar results can be obtained for the cases 
l = 3, 4, '" , n - k, which do not involve any 
further difficulties except that the calculations 
become a bit more lengthy. The case in which the 
inequality (33) is reversed can be similarly treated 
by commuting the out-states [using 22d)] instead 
of in-states. Thus, we can always express X as a 
linear combination of terms in each of which either 
(k - j + 1) or more reductions have been carried 
out, and hence, the same will also be true for the 
matrix element (29). This shows that if (k - j) reduc­
tions can be carried out in (29), the (k - j + 1) th 
reduction can also be carried out. 

We can perform the first reduction since (29) can 
always be put in the form 

X I-Pm+l, ." , -Pn in) 

For the case l = 2, we have by using 

Qi H •• I· . ) - II M(· . I X in tk+2,' .• 'In - 11, ... ,1; 

X {±i;+1' ... , ±ik , -ik + 2 } lik + 3 , ••• ,in) 

+ II M (it, , i;/ Q;~+"Q:~+" 

X R{±i;+l' , ±id lik +3 , '.' ,in)' 

The last term again vanishes according to the lemma 

Hence, the proof of the theorem follows by induction. 
This theorem shows that (29) can always be 

completely reduced, so that the only thing that 
remains to be discussed is whether or not the final 
result so obtained agrees with (30). Consider first 
the case when pEe" and C" is an n-point cone 
of the type (21a). It is easily seen that if we reduce 
(29) in the order ii, i2 , i 3 , ••• , all the n reductions 
can be carried out and the result will agree with (30). 
As an example, let us consider 
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where
lo 

P E C;.12 = C{ +1, -3, +2, -4, -51, 

so that 

PI, P2, PI + P4, pz + P4, PI + Ps, pz + Ps E V+, 

Pa, P4, Ps, PI + Pa, pz + pa E V_. 
We have 

S5 = Wz outl Q:~t I-Pa, -P4, -Ps in) 

-iMIWz out I Q(XI) I-Pa, -P4, -ps in), 

-i1J;IIW2 outl Q(XI)Q~:" I-P4, -P~ in), 

= i2M IM 3(pz out I R{+l, -3} 

X /-P4, ps, in) - iMI W2 out I 
X Q~:"Q(XI) I-P4' -Ps in), 

where M. = JJ;I~Pi = },{~Pi' = f dx, e-;""t'Kz ;, 

and we have used (22a). The second term vanishes 
according to the lemma, as 

-P3 - P2 E V+. 
Hence, 

S5 = i-ZMIMa(OI Q:~tRI 1, -3} I-P4, -Ps in) 

-i3M j M 2M 3(Oi R{+l, -3, +2} I-P4, -ps in) 

+ i2MIM3 (01 R{+l, -3) 

X IQ:~t - P4 - ps in) [using (22d) J 

= -i3M IM 2M a(01 R{+l, -3, +2)Q~:" 

X I-ps in) as P2 + P4 + Ps E V + 

= i4MIM2M3M4(01 R{ +1, -3, +2, -4} I-ps in) 

-iSMjM2MaM5(0IR{ +1, -3, +2, -4, -5} /0), 

as required. Clearly no complications arise when 
n> 5. 

Next we consider the case when P E C a and C a 

is of the type (21b) with j = n. Clearly, if this 
can be reduced to the proper retarded function, 
the case i < n will present no difficulties. We can­
not apply the above method directly as the final 
result is expected to be r" and this can not be 
obtained from any of the (n - 1) point functions. 
It seems plausible that using Steinmann relations, 
we can show that the linear combination of the 
retarded functions obtained as the result of reduction 
is just equal to rex' This can be verified in the 5-point 
case, where all the cones have been classified and 
all the Steinmann relations are known.12 Let us take 
the example of 

Ss = WIPZ out I -P3, P-4, -Ps in), 

12 See reference 10. 

where P C~~, i.e., 

Pl+P3, PI+P4, PI+PS EV+. 

P2 + P3, pz + P4, pz + ps 

We have 

Ss = WI out I Q:~t I-Pa, -P4, -ps in) 

= -iMzWI out I Q(x2) I-Pa, -P4, -Ps in) 

= i2
M2M aWl outl R{+2, -3} I-P4, -Ps in) 

- iM2(PI out I Q;:" Q(x2) I -P4, -Ps in) 

= -iaM 2M aM 4Wl out I R{+2, -3, -4} I-po in) 

+ i 2
M2M a(P1 out I Q~:"R{ +2, -3} I-ps in) 

+ iZM zM 4WI out I Q~:"R{ +2, -4}I-ps in) -i1lIz 

X WI outl Q~:"Q~:"Q(X2) I-ps in). 

The last term vanishes by the lemma as 

-Pa - P4 - PI E V -, 
so that 

Ss = -iM2MjJI4WI outl R{+2, -3, -4) I-ps in) 

+ i 2
MzM 4(P1 out I Q~:"R{+2, -4) I-ps in) 

+ i 2M 2M 3WI out I Q~~"'R{ +2, -3} I~P5 in). 

Now 

(PI out I Q;:'*R{ +2, -4) I-ps in) 

= -iM,(PI out I Q;~'R{ +2, -4, -5} jO) 

+ (PI out I Q~:"Q~:"R{ +2, -4) 10) 

-iMsWl out I Q~:"Rl +2, -4, -5j 10), 

as -Pa - P, - P2 E V , 

-i2MsMa(PI outl R{ +2, -4, -5, -3} 10) 

- iMsWI out I RI +2, -4, -5} I-P3 in), 

= i3jvls1'faM r(0! R{ +2, -4, -5, -3,} 10) 

- i- 3M)1I1M 3(OR{+2, -4, -5, +1, -3} 10) 

= i3.MsM 3M I (Oj RZI - R21 • 3 10), 

in Burgoyne'slO notation. Similarly, 

WI out I Q~:"R{ +2, -3} I-ps in) 

= i3M 1M.Ms(01 RZI - R21 •4 10). 
Also, 

(PI outl R{ +2, -3, -4) I-po in) 

= i2MIM,(OI R{+2, -3, -4, +1, -51 10) 

= i2M,M s(01 R2 !.s 10). 
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We, therefore, get 

Ss = _i5MlM2~13M4M5 

X (O[ R21.5 - R2l + R2l .3 - R2I + R2l .4 [0). 

N ow we have the Steinmann relations 

Rh - Rkn + R'k.m - Rik.t = 0, 

where (j, k, rn, n, t) is a permutation of (1, 2, 3,4, 5). 
These give 

R{2 = R 2L .3 + R2l .4 + R21.5 - 2R2l . 

Hence, we finally reach the result 

S5 == ([h, pz out [ -P3, -P4, -P5 in) 

= -i5MlM2M3M4M5(0[ R{2(Xl , X2, X3, X4, X5) [0), 

as required. 
Until now, we have considered only the case when 

all the p/s are timelike. We have seen that in the 
reductions already carried out, at matrix element 
of the type 

( ... out[ R(· .. )Q~~t ... Q~~t 

X [-Pl+l,Pl+2, ... ,-PI in), 

vanishes when 

But the lemma states that it will aslo vanish when 
LPi is spacelike, so that the same process of reduc-

tion can be carried out in this case also. Thus, if a 
matrix element can be reduced to a retarded function 
when pEe a, it can also be reduced (to the same 
retarded function) when P is such that, for each 
J, PJ is either in V ~ according as qJ E V. for 
q E C a, or is spacelike. 

It should be noted that in our calculations we 
have not used the assumption of stability of one­
particle states 

[p in) = [p out). 

A consequence of this assumption is that on the 
mass shell 

we have 

2 
Pn+! 

Mn+l(O[ R{an, +(n + I)} [0) 

2 
/J., 

= Mn+l(O[ R(an, -en + 1) I [0), (35) 

where Ra. is an arbitrary generalized retarded 
operator. This follows from 

(0 [ Rot.(xl , ... ,xn) [Pn+l out) 
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A theorem conjectured by Cohen, which gives a concise form to the Rayleigh-Schriidinger per­
turbation series for energy shifts due to a potential in a large box, is proved. 

I N the many-body problem, especially in the study 
of low-density systems, we often reduce the 

problem to a one-body problem in a large box with 
a potential of finite range at the center. The energy 
of the total system may be approximately expressed 
as the sum of small individual level shifts caused by 
the potential. The theorem which has been conjec­
tured by Cohen,l which we prove below, is concerned 
with the perturbation expression for this level shift. 

Let us consider a particle of mass m in a large 
spherical box with radius Ro. We denote an eigen­
function and an eigenvalue of the Hamiltonian 
Ho = p2/2m by la) and Ea; 

Ho la) = Ea la), (1) 

la) = Ndz(Par) YZmUJ, q:,), 

N Z is a normalization factor, 

Ea = p:/2m. 

(2) 

(3) 

Under the usual zero boundary condition at the 
surface, one has the following relation valid for 
large Ro and finite Pa: 

PaRo = (na + !l)'/I'. (4) 

The energy separations near the level Ea are 
('/I'pa/mRo)n, n = ±1, ±2, '" , for a given l value. 

We introduce a spherical potential v at the 
origin. The level Ea shifts by ~a == ('/I'pa/mRo)z, 
which is usually of the same order as the level 
separation. The level shift is the diagonal matrix 
element of the Ra matrix defined by the nonlinear 
integral equation 

Ra = v + v Ea + (a , 2: la) _ Ho Ra, (5) 

~a = (al Ra la), (6) 

where Qa is a projection operator which excludes 
the state la) in the intermediate states, i.e., Qa la) = 

* Work supported by the National Science Foundation. 
t On leave of absence from College of General Education, 

University of Tokyo, Tokyo, Japan. 
1 M. Cohen, Phys. Rev. 118,27 (1960). 

0, Qa Ib) = Ib) for b ~ a. This leads to the usual 
Brillouin-Wigner perturbation series, which is an 
implicit equation for !.lEa. On the other hand, the 
Rayleigh-Schrodinger perturbation series, which is 
an explicit form of the level shift, contains more 
and more complicated terms as the order increases. 
Cohen's theorem states that for large Ro the Ra 
matrix can be expressed by the following series 
which has a simple regularity2: 

1 
(bl Ra la) = (bl v + v E _ H v 

a 0 

1 1 + v E _ H v E _ H v + ... la)na repetition, (7) 
;./0 0 a 0 

where the symbol ( ... )no repetition means that all 
the intermediate states are different from the initial 
state la) and from each other. For example, the 
fourth-order term R~4) is given by 

(b/ R~4) /a) 
= L L L (bl v Ic)(cl v Id>(dl v le)(el v la). 

c;"a d;"a.c .;"a.c,d (Ea - Ec)(Ea - Ed)(Ea - E.) 

In particular, the energy shift (al Ra la) is expressed 
as 

'" ( 1 )n ~a = ~ (al v Ea _ Ho v la)no repetition' (8) 

The theorem may be useful when one encounters 
such an expression as the right-hand side of (7) or 
(8) in a complete many-body perturbation series; 
one can simply identify the expression as an energy 
shift. Cohen 1 conjectured that the relations (7) and 
(8) may be true from the analysis of some lower­
order terms. However, he was unable to give a 
general proof since his analysis became highly 
intractable in the case of higher-order terms. 

Let us prove the theorem in general. First we 
notice that utmost care should be taken in the 

• Note added in proof: General perturbation formula with­
out rE'peated summation was presented by Feenberg. In the 
general case the formula is not an explicit one, containing 
rather involved energy denominators. [E. Feenberg, Phys. 
Rev. 74, 206 (1948).] 
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summation of those intermediate states whose 
energies lie close to E a, since in the energy de­
nominator of (5) both the level shift (al Ra la) and 
those level distances Eb - Ea are of the same order 
of magnitude, 7rpa/mRo. Therefore, we separate the 
intermediate states into two parts, I and 1. I 
consists of those states whose energies E b are close 
to the initial energy E a, i.e., IEb - Eal < ~. 1 is 
the rest of the states, i.e., IEb - Eal 2: ~. The 
magnitude of ~ is so chosen that it is much larger 
than the level distance 7rPa/mRO, but still it tends 
to zero in the limit of large Ro. For example, we can 
choose ~ = 7rpa/mm. Then, for a function f(E), 
which is continuous at E = E a , we have following 
formulas: 

b"'a 

n"'O 

= (7r cot 1l"Z - Z -1)f(Ea) , (9) 

l' 7rpa L f(Eb) 
R~ mRo boi E. + ~a - Eb 

= J Ea ~ E f(E)(Pa/P) dE, (10) 

where 13' indicates a principal value integral. 
Before going to the proof of Cohen's theorem, 

we need the relation between the R. matrix and 
reaction matrix G., which was discussed by several 
workers3 in connection with the original theory of 
nuclear matter by Brueckner, Levinson, and 
Mahmoud.' Applying formulas (9) and (10) to (5), 
one can derive the following equation: 

Ra la) = 7rZ cohz via) + v[I3'/(Ea - Ho)]Ra la). (11) 

On the other hand, the reaction matrix Ga is defined 
by 

Ga = v + v[I3'/(E. - Ho)]Ga. (12) 

Its diagonal element is related to the phase shift 0 by 

(al Ga la) = -(Pa/mRo) tan o(E.). (13) 

On comparing (11) and (12), one finds an important 
relation between R. and G.; 

Ra la) = 7rZ cot 1l"Z G. la). (14) 

By considering the diagonal element of (14) and 

3 N. Fukuda and R. G. Newton, Phys. Rev. 103, 1558 
(1956), B. S. DeWitt, Phys. Rev. 103, 1565 (1956); W. B. 
Riesenfeld and K M. Watson, Phys. Rev. 104,492 (1956). 

4 K. A. Brueckner, C. A. Levinson, and H. M. Mahmoud, 
Phys. Rev. 95, 217 (1954). 

using the relation (13) one can express the energy 
shift in terms of the phase shift3

; 

7rZ= -0, 

or 

~a = (al R. la) = -(Pa/mRo) o(Ea). (15) 

From (13), (14), (15), and the series 

7rZ cot 7rZ = 1 - (t) tan2 
7rZ 

(16) 

the power-series expansion of the matrix element 
of R. with respect to that of G. may be written as 

'" 
(blRa la) = (bl Ga la) L (-1)x(2A + 1)-1 

x-a 

(17) 

Now we will show that Cohen's relation (7) can 
be rewritten in the form (17). First we make use 
of a formula similar to (9) and (10); 

v 1 v = L v, I b )(b I v + L v I b )(b I v 
Ea - Ho b,l Eo - Eb b¢l E. - Eb 

mRo (" -1) 13' = - L.. - v la)(al v + v E _ H v, 
7rpa n a 0 

(18) 

where the summation L(1/n) is formally retained 
since, in the following application of this formula, 
certain terms are to be omitted due to the restriction 
of no repeated summation. Further we notice that 
the restriction of no repeated summation over the 
intermediate states needs only to be imposed for 
the states in I, since in 1 the energy denominator 
is larger than ~ while each matrix element of v, 
(cl v Id), is of the order of l/Ro• Therefore, applying 
the formula (18) to every intermediate state summa­
tion of the nth-order term R~n) in (7), we obtain 

'" 
(bl R~n) la) = L (-mRo/7rp.r I Cp 

p-I 

'" '" '" 
X L L '" L Yk,Xk , '" X k • Ok,+k'+"'+k •. n, 

kl=-l k:l=l k",=l 

(19) 

where Ok.n is Kronecker 0 symbol, X k and Yk are 
defined by 

( 
13' )k-I 

X k = (al v Ea _ Ho via), 
(20) 

( 
13' )k-I 

Y k = (bl1J E. _ Ho via), 

and Cp is the quantity 
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Cp = L: L: ... L: (m 1m2 ••• mp_I)-1 
-co<mi<co,mi=Q 
all m, different 

-oo<ml.<m2<·· -<mp_l<oo 
mi;>"!O (21) 

the restricted summation implies no repeated inter­
mediate states. By observing the coefficient of the 
~P-I term in the identity 

'" 
sin (7f"~)/(7f"~) II (1 - ~/n)(l + ~/n), (22) 

n=l 

p even, 
(23) 

p odd. 

JOURNAL OF MATHEMATICAL PHYSICS 

From (19) and (23) we finally obtain 

(24) 

This is just the relation (17), since X k and Yk are 
the kth-order term of (al G. la) and (bl G. la). 
Thus we have established the theorem. 

The author would like to express his sincere 
thanks to Professor R. Rockmore for calling his 
attention to the theorem and for his encouragement. 

VOLUME 4, NUMBER 6 JUNE 1963 

Generalized Dielectric FunctioR. for Classical Many-Body Systems* 

AMI RAM RONt 
Plasma Physics Laboratory, Princeton University, Princeton, New Jersey 

A dielectric function is introduced for classical systems of many interacting particles in terms 
of the N -particle distribution function in phase space. The system is considered as a whole using 
the Liouville equation instead of the canonical equations or the B-B-G-K-Y hierarchy. To facilitate 
the calculation, the diagrammatic technique of Prigogine and Balescu is introduced in terms of 
which a systematic asymptotic analysis is carried out for two simple cases: (1) a system of weak 
interaction and (2) a simple model of plasma. The treatment is restricted to systems in thermal 
equilibrium. 

I. INTRODUCTION 

RECENTLY, methods have been developed to 
express many important physical properties of 

systems of many particles in terms of one so-called 
"dielectric function." (We employ this terminology 
even if the interaction is not Coulombic.) Originally 
the method of the dielectric function was formulated 
by Lindhard l for systems of charged particles, in 
both the classical and quantum cases. Lindhard's 
approach was based on the self-consistent field, while 
the recent more sophisticated quantum treatments 
have been based on perturbation expansions.2- 7 

* This work was accomplished under the auspices of the 
United States Atomic Energy Commission. 

t On leave of absence from Technion-Israel Institute of 
Technology, Haifa, Israel. 

1 J. Lindard, Kg!. Danske Videnskab. Selskab, Mat.-Fys. 
Medd. 28, No.8 (1954). 

2 P. Nozieres and D. Pines, Nuovo Cimento 9,470 (1958); 
A. J. Glick, Ann. Phys. 17,61 (1961). 

3 F. Englert, J. Phys. Chern. Solids 11, 78 (1959). 
4 F. Englert and R. Brout, Phys. Rev. 120, 1085 (1960). 
6 D. Pines, Physica 26, 103-S (1960). 
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Cp = L: L: ... L: (m 1m2 ••• mp_I)-1 
-co<mi<co,mi=Q 
all m, different 

-oo<ml.<m2<·· -<mp_l<oo 
mi;>"!O (21) 

the restricted summation implies no repeated inter­
mediate states. By observing the coefficient of the 
~P-I term in the identity 

'" 
sin (7f"~)/(7f"~) II (1 - ~/n)(l + ~/n), (22) 

n=l 

p even, 
(23) 

p odd. 
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From (19) and (23) we finally obtain 

(24) 

This is just the relation (17), since X k and Yk are 
the kth-order term of (al G. la) and (bl G. la). 
Thus we have established the theorem. 

The author would like to express his sincere 
thanks to Professor R. Rockmore for calling his 
attention to the theorem and for his encouragement. 
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erties of many-particle systems such as free energy, 
stopping power, etc., has been defined in terms of the 
dielectric function by other authors.2-4.13-18 

Section II recalls the definition of the dielectric 
function and gives a formal exact expression for it 
in terms of the classical N-particle equilibrium 
distribution function. The treatment is restricted 
to systems which are in thermal equilibrium, and 
are of infinite extent. This implies that the system 
is considered as invariant under translation in space 
and time. Several formal properties of the dielectric 
function are discussed including the relation to 
density fluctuations. 

In Sec. III we trace the calculation of the dielectric 
function by a method developed by Prigogine and 
Balescu (PB).S-12 We give a brief review of their 
method as far as it suits our problem. The main 
features of their method are: (1) Fourier expansion 
in the phase space, (2) a formal perturbation expan­
sion of the resolvent operator in terms of the inter­
action factor ).2, and (3) a diagram technique 
corresponding to the latter expansion, which enables 
one to classify the terms of the expansion in powers 
of ).2, N, and V, where N and V are the number 
of particles and the volume of the system, respec­
tively. Our present work represents a generalization 
to the PB procedure in that we do not classify 
diagrams according to their time scale, so that we 
are not restricted to asymptotic time behavior in 
order to fit the Bogoliubov hypothesis. 19 

Some examples of calculations of the dielectric 
function for specific systems are given in Sec. IV, 
The cases discussed are: (1) systems with weak and 
short-range forces between the particles, and (2) 
systems of charged particles. In each case the 
infinite series developed in Sec. III is regrouped 
into partial sums on the basis of an ordering assigned 
to physical parameters characterizing the system 
under discussion. Section V consists of a summary 
of present work. 

II. FORMULATION OF THE DIELECTRIC FUNCTION 

We consider a classical system of N identical 
particles in a volume V (A generalization to systems 

13 J. J. Quinn and R. A. Ferrell, Phys. Rev. 112,812 (1958). 
14 R. H. Ritchie, Phys. Rev. 114,644 (1959). 
15 A. J. Glick and R. A. Ferrell, Ann. Phys. 11, 359 (1960). 
16 J. Neufeld and R. H. Ritchie, Phys. Rev. 98,1632 (1955). 
17 W. B. Thompson and J. Hubbard, Rev. Mod. Phys. 

32, 714 (1960). 
18 A. A. Rukhadze and V. P. Silin, Usp. Fiz. Nauk 74, 

223 (1961) [English trans!.: Soviet Phys.-Uspekhi 4, 459 
(1961)1. 

19 N. N. Bogoliubov, Studies in Statistical Mechanics, 
edited by J. de Boer and G. E. Uhlenbeck (North-Holland 
Publishing Company, Amsterdam, 1962). 

of more components is straightforward.) The 
quantities N and V are both assumed to be very 
large and the limit 

V -7 00 

is to be taken in such a manner that 

lim N/V == n 
J.V-+ooV-+oo 

(1) 

is finite, with n the average concentration. The 
particles are assumed to interact through a two-body 
force, which depends only on the distance between 
the particles. The interaction potential Vex) at a 
point x in space, due to the presence of a particle 
at x', is given by 

(2) 

where },,2 measures the strength of the interaction 
energy.20 If we denote by p(x, t) the number of 
particles per unit volume in the vicinity of x at the 
time t, we have for the potential, 

Vex, t) = }" J dX'¢(X - X/)p(X', t). (3) 

A. Definition of the Dielectric Function 

Let us now apply an external potential Vext(x, t) 
of the same nature as the particle interaction 
potential. This potential will induce density per­
turbation Pinix, t) and the total potential at x will 
be given by 

Vtot(x, t) = Vo(x, t) + V.xt(x, t) 

+ }" J dX/¢(X - x')Pinix', t), (4) 

where Va (x, t) is the potential when the external 
field is absent. If we assume the system responds 
linearly to the external disturbance, we can express 
the change of the potential as 

Vto,(x, t) - Vo(x, t) 

= J dx' dt'R(x, t; x'; t') Vex ,(x' , t ' ), (5) 

where R(x, t; x', t') is the response function of the 
system. R is not a simple 0 function in space and 
time, as can be seen from Eq. (4). If we consider 
only systems which are homogeneous in space and 
time, Eqs. (4) and (5) can be combined to give 

J dx' dt'R(x - x'; t - t') Vex,(x ' , t') 

= Vext(x, t) + }" J dx'¢(x - x/)Pinix', t). (6) 

20 The parameter" is used in this paper in the sense of a 
charge, mass, etc., namely, it corresponds to a property of 
the particles participating in the interaction. 
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We now define the dielectric function €(k, w) as 
the inverse of the Fourier transform of the response 
function, namely, 

[€(k, W)rI = II d~ drR(~, r) 

X exp (+ik·~ + iwr). (7) 

Obviously, in the case of systems of charged particles, 
€(k, w) agrees, for long wavelengths, with the usual 
macroscopic dielectric constant. 1 

In systems which obey the principle of causality, 
i.e., that an applied field have no effect before it 
is applied, 

R(x - x', t - t') = 0 for t < t' , 

and 1/ €(k, w) is analytic in the upper half-plane 
of the complex frequency w. Moreover, since the 
particles of the system cannot respond to very high 
frequencies €(k, w) enjoys the property 

lim l/€(k, w) = 1. 

Thus, one is able to derive the Kramers-Kronig 
dispersion relations 

1 2 Re-- = 1 +-p 
€(k, w) 7r 

1
00 I 1 

X dW" 2 W 2 Im -(k ')_' 
o w -w € ,w 

(8) 

where the symbol P denotes the principal value 
and Re and 1m stand for the real and imaginary 
parts, respectively. Although the integration in Eq. 
(8) is performed only over the positive part of the 
real axis, the entire dielectric function is determined 
once 1m [1/ €(k, w)] is known for real positive values 
of w. Finally, the roots of the equation €(k, w) = 0 
are of great importance, as they permit the existence 
of oscillatory modes when Vext = O. In systems 
of charged particles the equation € = 0 is known as 
the "dispersion relation" for the plasma oscillations. 

To conclude, we express the dielectric function 
in terms of the Fourier transforms of Vex. and 
Pind. lt turns out that this expression can serve 
for direct calculation of €(k, w) if Pind is defined in 
terms of Vext and the parameters of the system. 
If we define 

f(k, w) = II dx dt exp (£kx + iwt)f(x, t), (9) 

and take the Fourier transform of Eq. (6), we 
readily find the basic relation 

1 1 + AcJ>(k) Pind(k, w) . 
V.xt(k, w) €(k, w) 

(10) 

Obviously €(k, w) is independent of Vext(k, w) 
because PindCk, w) depends linearly on the latter 
in cases of small disturbances. Thus, Vext enters 
into the theory only as an auxiliary function. 
However, the resulting €(k, w) is exact although 
first-order perturbation theory is used. 

B. Formal Exact Expression for The 
Dielectric Function 

If we denote by Xi and Pi the position and the 
momentum of the ith particle, and by m the mass 
of a particle, the Hamiltonian of the system is 
given by 

H = L p~/2m + A2 L cJ>([x i - x,!), Cl1) 
i i<i 

where the sum runs over all the N particles. When 
an external field Vext(x, t) is introduced, a term 

H ext = A I dxVext(X, t) ~ o(x - Xi) (12) 

is added to H to form the complete Hamiltonian 
H' of the system. 

We consider an ensemble of systems all of the 
same N, V, and H' = H + H ext • The Liouville 
equation 

at/at = [H, fl (13) 

describes the time development of the ensemble's 
density, f(x I ••• XN, PI ... PN, t), in phase space. 
Equation (13) can be written as 

at/at = -iL't (14) 

in terms of the Hermitian Liouville operator L' . 
lt is convenient to separate L' into an "internal" 
time-independent part 

with 

and 

i a 
L - -- '" P'-o - m L.. i ax. ' . , 

and an "external" time-dependent part 

L () . I d V ( ) '" ao(x - Xi) a 
ext t = 1,A X ext X, t L.. a '-a' 

i Xi Pi 

(15) 

(16) 

(18) 

The Liouville equation (14) will be solved formally, 
as an initial-value problem along the following lines. 
We write Eq. (14) as 

af/at = -iLf - iLexd, (19) 
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and substitute integration; taking into account that 1m w > 0, 
we obtain 

and (20) f(t) = fa - A 2: V J dwe- iwt 

to obtain 
(21) 

and consequently 

Jet) = ](to) - if' dt'£ex,(t')](t'). 
, 0 

(22) 

If we now use Eq. (20), we finally have an integral 
equation for f(t), which reads, 

f(t) = e-iL(t-Io)f(to) 

- i Jot dt'e-·LU-t·)Lext(t')f(t') , 
'0 

(23) 

where f(to) is the initial value of f. To continue, 
we make two assumptions: 

(a) The system is initially (to ---> co) in thermal 
equilibrium at temperature T == l/kj3 (k is the 
Boltzmann constant), namely, 

f(-co)==fo=Cexp(-(3H), (24) 

where C is a normalization factor, and consequently 

(25) 

(b) The applied external force is very weak so that 
Eq. (23) can be iterated, taking only the linear term 
in Lex' into account. Thus, the formal solution of 
Eq. (23) is 

f(t) = fa - i fro dl'e-· LU - t
·) 

x Lext(t')fo = fa + fl' (26) 

Once f(t) is known, the induced density Pind(X, t) 
is easily found by the equation 

Pind(X, t) = J dXI ... dXN dpi ... dPN 

X L o(x - X.)f>(Xl '" XNPI •.. PN; t). (27) 

Now Pind(k, w) can be given in terms of Vext(k, w). 
To this end we rewrite Eq. (18) as 

Lext(t)fo = A 2: V J dwe-'w t ~ V.xt(k, w) 

X L e-·kox'k o afo , (28) 
t api 

substitute it into Eq. (26), and carry out the time 

X "V (k ) _1_ " -ik'x'k o No. L...J ext ,w L L...J E a 
k - W t PI 

(29) 

If we take the Fourier transform of Eq. (27) one finds 

Pinik, w) = - ~ Vext(k, w) J dXI ... dpN 

X ".koXi 1 "-ik'x'k No L...Je -- L...Je o-

j L - W t apl 
(30) 

and, finally, the dielectric function reads 

X ",k'Xi 1 ,,-ik,x'k afo L...J e -- L...J e 0-' 

j L - W I api 
(31) 

The last equation gives the exact formal expression 
for the dielectric function in terms of the system 
parameters and is independent of the applied fielrl. 

Equation (31) can be brought into another form 
which is more appropriate for physical interpreta­
tion, and which is linked to Kubo's theory of 
transport coefficients21

•
22 We denote by 

n(x. t) == n[x; x,(t)] = L o[x - x.(t)], . (32) 
n(k, t) == n[k; x/t)] = L eik,xdt), 

the particle density "operator" in phase space, aud 
write Eq. (31) as 

1 1..2 

E(k, w) = 1 + V ¢(k)g(k, w), (33) 

where g(k, w) is the Fourier transform of 

g(k, t - t') = J dx! ... dp,v 

X L eik'Xie-iLU-t') [L e-· kox /, fa] 
j t 

= J dX1 '" dPNn(k, t - t')[n(-k, 0), foL (34) 

or, in terms of the average symbol ( ... ), 

g(k, t) = ([n(-k, O),n(k, t)]). (35) 

The function get) is known as the after-effect 
function21 and it describes a correlation between 

21 R. J. Kubo, J. Phys. Soc. Japan 12, 570 (1957). 
22 R. Balescu, Physica 27, 693 (1961); S. F. Edwards and 

J. J. Sanderson, Phil. Mag. 6, 71 (1961). 
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the density fluctuation at two successive times. with 
This autocorrelation function is directly related to 

<I>(X) = 7rt [ dt exp (- t2
). the dynamics of the system in the absence of any 

external disturbance. 

C. Simple Example: Systems of Free Particles 

Before we go on to treat systems of interacting 
particles, it is interesting to discuss briefly a model 
system where the particles do not interact with each 
other. In this case 

. a 
L -> La = -~ L Pi'-- , (36) 

m; ax; 

fa -> (Va3)-N exp (-{3 L p~/2m), (37) 

where 

a = L~ dp exp (_{3p2 /2m) , (38) 

and consequently, 
1 -;k'x, e 

Lo - w 
1 -ik'x, 

-k'p,/m - we. (39) 

Thus, Eq. (31) reads 

1 }.,2 J 
E(k, w) = 1 + V ¢(k) dXI d '" ik'(Xj-xll .,. XN L..... e 

i,l 

X (Va
3
)-N J dpI ... dpN k'P/~ + w 

X k.-f- exp (-{3 L P:/2m) , 
UPl i 

or, after some simple integrations, 

1 
E(k, w) 

where 

f oo du aF 
J(k, w) = -00 u + w/k au ' 

(40) 

(41) 

(42) 

and F(u) is the normalized Maxwellian distribution 

F(u) = exp (-{3mu2/2) 

X [L~ du exp (-{3mu2/2)TI (43) 

The function J (k, w) is the same one occurring in 
the ordinary plasma oscillation theory. For real 
frequencies one has 

. fro 1 aF 
J(k, w) = hm du + /k + . -;- , 

,~o - 00 u W '/,E uU 

or 

J(k, w) = -(3[1 + i(7rm{3/2)iw/k 

It is easy to verify that for high frequencies or 
long wavelengths 

J(k, w) -> k2
/W

2 (46) 

and the dielectric function takes the form 

I/E(k, w) = 1 + }.,2n¢(kW/mw2. (47) 

III. PERTURBATION ANALYSIS 

The dielectric function, as given by Eq. (31), is 
a complicated formal expression which is not 
mathematically tractable. Prigogine and Balescu 
(PB) in their theory of irreversible processes8

• 11 

have developed a systematic procedure by which 
this problem may be treated. The application of 
PB theory to our problem is carried out along the 
following lines: 

(a) A Fourier expansion of the intergand of Eq. 
(31) in phase space. 

(b) A formal perturbation expansion of the 
operator (L - W)-l in terms of the interaction 
factor }.,2. 

(c) A classification of the terms of the expansion 
according to their asymptotic dependence on }.,2, N, 
and V. In order to classify the various terms, a 
diagram technique is developed and this enables one 
to choose, without calculation, those terms which 
are important to a given problem. 

It is important to remark here that, the difficulty 
of PB theory with respect to time scale of evolution 
is not met here, because we have made no assump­
tions about asymptotic time dependence. 

A. Fourier Expansion 

We begin with writing the integrand of Eq. (31) 
in terms of the Fourier transforms of its components. 
First we define the Fourier representati(i)llll in the 
phase space 

[kl ... kN) == Ilk» = exp (i Lk,·x,), (48) 

the Fourier transform of a function f( {x}) == 
f(xI ... XN), 

f( {k}) == f(k1 ••• kN) 

= J dXI ... dXN 'exp (i ~ k; ·x,)f(xI ... xN), (49) , 
X exp (-m{3w2 /2e) {I + <I>[iw/k(m{3/2)ill]' (45) and the Fourier matrix of an operator A(XI ... XN) 
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(kl ... kN! A !ki ... k~) = ({k}! A ! {k'l) 

= J dXl ••• dXN exp (+i L kj'Xj) 
1 

components, F(kl ... kN), of the expansion of 
F(xi ... xN) are easily classified in terms of X2

, N, 
and V, while F(x! ... XN) itself is not. This feature 
of F(k! ... kN) is of importance in what follows. 

(50) We define F by 

Now the equilibrium N-body distribution function 
can be written as 

fo(XI ... XN; PI ... PN) 

= F(xi ... XN)G(PI ... PN), (51) 

with 

F(xi ... XN) = [Z(X2, N, VWI 

X exp {-,8X2 L f/>(!x i - xj!)}, (52) 
i<i 

and 

Z(X2, N, V) = J dXI ... dXN 

X exp {-,8X2 L f/>(!x i - Xj!), (53) 
i<i 

and 

G(PI ... PN) = a-aN exp (-,8 L p~j2m), (54) 
i 

where 

a = L: dp exp (-,8p2j2m). (55) 

If we now insert Eqs. (50)-(55) into Eq. (31) we 
obtain 

1je(q, w) = 1 - X2(NjV)f/>(q)J(q, w), (56) 

where 

J(q, w) = J dpi ... dPN L L (0, ... 
k.···kN I 

- q ... o! (L - W)-I !k! ... kN) 

a 
X F(kl , ... ,kl + q, ... kN)q'-a G(PI'" PN)' 

PI 
(57) 

In transforming Eq. (31) we have used the fact 
that the summation over j can be replaced by N 
and the "wave vector" (0 ... , -q, ... o! represents 
a "state" where all the k's are zero but one, which 
is equal to -q. Sometimes we shall refer to this 
"state" as a state where one particle (the ath, say) 
has a wave-number -q and the other particles 
have zero wavenumbers. One should notice that the 
Fourier transform of F(XI '" xN ) as it appears in 
Eq. (57) is "shifted" by q due to the presence of 
exp {-iq ·xd in Eq. (31). 

One of the main reasons for using the Fourier 
transformation in the phase space is that the 

F(xi ... xN) = V-N L F(kl ••• kN) (58) 
k 1

o ··kN 

exp (-i Lkj.xj). 
j 

On the other hand, one can expand F(x! '" XN) 
formally in Eq. (52) in terms of X2

, yielding 

VNF(x! '" xN) = 1 + X2,8[ - ~ f/>(!x i - Xj!) 

+ V-N J dx! .. , dXN ~ f/>(!x i - Xj I) ] 

+ (X4,82j2!){~ f/>(!x i - X;!l~ f/>(!x l - Xm!) 

+ 2! V-2N[J dXl ••• dXN ~ f/>(!x; - Xjl) J 
- V-N J dx! ... dXN L<. f/>(!X; - Xj I) . , 
X L f/>(lXI - Xml) - 2V-N L f/>(!Xi - Xjl) 

l<m i<j 

(59) 

In Eq. (59) the terms which include integrals are 
derived from the expansion of Z-\ and those without 
integrals are due to exp (-,8HI)' It is of importance 
to notice that the termination of the latter series 
on the basis of the smallness of X 2 alone is not 
justified due to the summation involved in each 
term, i.e., N is large. The way out of this difficulty 
is to equate Eqs. (58) and (59) and to evaluate 
term by term the Fourier transforms to F(XI ... XN) 
which removes the explicit dependence on N. In 
order to demonstrate this fact we first integrate 
both sides over all the x's, yielding 

F(O .. ·0) = 1, 

then we integrate over all x's but one, to get 

F(O ... k ... 0) = O. 

(60) 

(61) 

Next we integrate over all x's but two, and find 
for k ~ 0 

F(O ... k ... -k ... 0) = -(X2,8jV)f/>(k) 

+ (X4,82j2! V2) L f/>(k - k')f/>(k') + (62) 
k' 
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and 

F(O, ... k ... k' ... 0) = 0, for k' ~ k. (63) 

Equations (61) and (63) are special cases of a 
general rule, which homogeneous systems obey, 

(64) 

The procedure outlined above can be continued to 
yield a hierarchy of terms with clear dependence 
on X2 and V, e.g., 

F(O ... k ... k' . .. - k . .. - k' ... 0) 

= O(X4jV2) , 

F(O ... k ... k' ... -k - k' ... 0) 

= O(X4 jV 2
), 

and so on. 
We conclude this section with some remarks: 

(65) 

(a) The Fourier transforms F(k1 ••• kN) have 
simple physical interpretation in terms of the n-body 
distribution function. For example, the density of 
the particles is given by 

n(x) = n[F(O ... 0) + V-I 

X L F(O ... k ... 0) exp (£kx)]. (66) 
k 

This aspect has been discussed at length by PB, 
and we refer the reader to their work. S

•
ll 

(b) The dependence of the F's on V is very 
simple, although it is formally written as a power 
series in V-I. To illustrate this point we take Eq. 
(62) as an example. The first term of the right-hand 
side of Eq. (62) is of order V-\ while the second one 
is apparently of order V- 2

, and so on. But, in fact, 
one of the V's in the second term is "canceled" 
against the summation over k' and the same "can­
cellation" occurs in the higher terms of Eq. (62), 
yielding 

F(O ... k ... -k ... 0) 

= V-I{ -X2(3cf>(k) + term of order X4 

+ term of order X6 + ... I. (67) 

One easily sees that this rule can be applied to all 
other F's. 

(c) In the case of a plasma, the F' sare classified 
"naturally" in terms of the plasma dimensionless 
factor e2n!jkT and N. Taking X = e, where e is 
the charge of a particle and cf>(k) = 47rje, we can 
write, for example, 

FeO . . . q . .. - q . . . 0) 

= N- 1 {e 2n 1jkT)47rn1jq2 + ... J, (68) 

and so on. Thus, the Fourier decomposition of the 
N-particle distribution function in the phase space 
is a "natural" perturbation expansion. 

B. Formal Expansion of (L _ (,)-1 

We shall now investigate thoroughly the expansion 
into infinite series of the operator 

R(w) == (L - Wfl = (Lo - w + Lr)-l (69) 

in terms of the interaction operator L[. If we use 
the identity 

(Lo - w + Lr)-1 = (Lo - W)-I 

- (Lo - w)-ILr(Lo - w + L/)-I, 

or, with Ro(w) = (Lo - w)-t, 

R(w) = Ro(w) - Ro(w)L/R(w) , 

we obtain, by iteration, an infinite series 
.. 

(70) 

(71) 

R(w) = L Ro(w) [-L/Ro(w)r· (72) 
n=O 

The convergence of this series is assumed a pr£ori, 
while it should be justified a poster£or£ when it 
applies to the function considered in any given 
problem. 

Expressing Eq. (72) in the Fourier representation 
Ilk I), we get .. 
({kIlR(w) [{k'l) = L L (lkl[Ro(w) [{k"l) 

n=Q (k"} 

X ({kill [ [-L/Ro(w)r [{kIl)o (73) 

The advantages of this representation are twofold: 
(a) [{kl) is an eigenfunction of the operator Ro(w) 

and, thus, 

({kl [Ro(w) [{k'l) 

= +(L ki·Pijm - W)-I oKrC{kl - {k'J) (74) 

is diagonal. Here OKr stands for the Kronecker's 
symbol. 

(b) The matrix elements of the interaction 
operator L/ exhibit the property of the so-called 
law of conservation of the wave vectors. To see this, 
we first Fourier analyze the potential 

cf>([x; - XII) = V-I L cf>(l)eil.(XI-Xj); (75) 
1 

then the "Fourier matrix" of L[ = L;<; L[(£j) 
becomes 

({kl [ L[(£j) [{k'» 

= ~ ~ t/J(l) oKr(k; - k~ + 1) oKr(k; - kj - 1) 
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>..2 
= - Vcf>(lk; - km oKr(k. + k; - k: - kj) 

X [II. oKr(km - k~)l(ki - k:)'(aa - /.). 
m"'" P. P, 

(76) 

It is clear from Eq. (76) that the wave vectors 
are restricted: The particles i and j, which interact 
through cf>(lx. - x;!), can only exchange their wave 
vectors, namely, 

k. + k; = k: + k:, 

while the other particles preserve the same wave 
vectors 

m ¢ i, j. 

It should be noted that the matrix elements of 
Eq. (76) are still operators in the momentum space. 

We shall now employ the expansion of (L - W)-l 
by substituting Eq. (72) into Eq. (57) and use Eqs. 
(74) and (76). We write 

a> 

J(q, w) = L In(q, w), (77) 
n=O 

where the index n corresponds to the nth power of 
the right-hand side of Eq. (72). The first terms 
of this series are 

Jo(q, w) = - f dpl ... dpN 

X (w + q'Pa/m)-l[F(O ... O)q. aG(PI '" PN) 
apa 

+ L F(O ... - ~ ... ~ ... O)q. aG(pl ... PN) ] ; 
l"a apl 

(78) 

a 

X L L (0··· -q ... 01 LI(ij) Ikl ... kN) 
i<i k1o··kN 

X (w - L k i .p./m)-l 
• 

X L F(kl ... kl + q ... kN)q ._aG-,(~Pl,-·_·_· ...... PN=-) 
I apl 

(79) 

J 2(q, w) = - f dpl ... dpN(W + q 'Pa/m)-l 

X L L (0··· -q " . 01 LI(ij) Ikl ... kN) 
i<i kto··kN 

X L L (k1 • •• kvl LI(lm) Iki ... k~) 
l<m kt/···kN' 

X (w - L k; .p;/m)-l 

X ~ F(ki '" kj + q ... k~)q· aG(PI a~'l . PN) , 

(80) 

and so on. In the above equations a indicates one 
"known" (fixed) particle, F(O ... -<1 ... q ... 0) 
stands for the Fourier transform of F(XI ... XN) with 

ka = -q, kl = q, and k i = 0 for i ¢ a, l, 

and the "state" (0 '" -q ... 01 stands for the 
Fourier vector II k I ) with 

ka = q and k i = 0 for i ¢ a. 

C. Diagrams 

The study of Eq. (57) becomes much easier if one 
uses the diagram technique developed by PB. The 
advantage of this method is that the terms of the 
series of Eqs. (57) and (77) can be classified with 
respect to their dependence on A2

, N, and V, just 
by applying some simple topological arguments to 
the diagrams representing those terms. Once the 
diagrams (terms) are classified they can be resummed 
according to an expansion parameter, which is 
determined by the actual physical problem under 
consideration. We shall give here a brief review of 
PB's general method, just enough for the reader 
to follow the treatment of the present problem. 
For a more general discussion of the method, the 
reader is referred to PB's original work. 

We begin with a diagram representation of Eq. 
(77). Any term of the series is represented by means 
of a diagram. The diagram is composed of lines 
and vertices, where each line corresponds to a wave 
vector k ¢ 0 and each vertex to an interaction 
matrix element. As the term is read from right to 
left, the corresponding diagram is drawn from right 
to left. With each expression 

-(w - Lki'p'/m)-l, 
i 

often called a "free propagator," a number of lines 
are associated equal to the number of nonvanishing 
k's in that expression. With each matrix element 
of L1(ij) a vertex is associated, representing the 
exchange of the wave vectors of the ith and the 
jth particles. Since only six independent processes 
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of exchanging wave vectors are consistent with 
Eq. (76), there are only six "basic" diagrams to 
represent the interaction. Thus, the general diagram 
is composed of those six "basic diagrams" connected 
by "free propagator" lines. 

First, we study briefly the basic diagrams and 
summarize their properties. It is convenient to 
associate with each basic diagram the k summation 
preceding its corresponding matrix element [Eq. (76)] 
and to prescribe the particles and their wave numbers 
on the left side of the diagram. Now a "dictionary" 
is constructed with which one is able to translate 
back and forth between a diagram and its cor­
responding expression. 

Greek letters are used to denote "known" particles 
(either "fixed" particles or ones occurring in the 
summation of preceding basic diagram) and Roman 
letters for particles over which a summation has 
to be performed. The "prescribed" wave vectors 
(in the same sense as "known" particles) are denoted 
by kl and k2' while k corresponds to the dummy 
wave vector. From Eq. (76) we get the following 
"dictionary" for the basic diagrams of Fig. 1. 

-(X2 jV)cp(k1) Lkl'(~- -~), (A) 
ir''' ap" api 

(X
2
jV) ~ cp(k) S; k·(a!. - a!) , (B) 

(X
2
jV)cp(k1)k1 '(a!" - a!) , (C) 

-(X2 jV) L cp(k) L k'(~- - ~) , (D) 
k ir'" ap" api 

(X
2
jV)cp(k2)k2 '(a!" - a!) , (E) 

(X 2jV) L cp(lk1 - kl)(k1 - k)'(~ - ~). (F) 
k ap" apfl 

It is now very easy to classify the basic diagrams 
(A)-(F) according to their asymptotic dependence 
on X2

, N, and V. For convenience, Table I gives 
a "topological index" corresponding to r, s, t of 
(X2nN),(V) I. 

(A) (8) (e) 

Q 
i a 

a C D l' l. -1 .!> FIG. 1. The basic 
a a a a diagram3. 

K31 1, j ~ f3 Niz 
DC} 

i .!2 !z ~1+~2-1 
(0) IE} IF} 

TABLE 1. Topological indexes of the basic diagrams. 

r 8 

A 1 1 -1 
B 1 2 0 
C 1 0 -1 
D 1 1 0 
E 1 0 -1 
F 1 0 0 

In Table I we considered the summation over k 
as another V factor. It should be noted here that 
our topological indexes differ slightly from those of 
PB, due to the fact that PB included the "bound­
aries" of the diagrams in their asymptotic arguments, 
while we find it advantageous to choose another 
convention. This will be explained later. 

Once Table I is given, one can determine the 
asymptotic X2

, N, and V dependence of any diagram 
just by adding the topological indexes of the basic 
diagrams composing the given diagram. 23 Now, in 
order to determine the asymptotic behavior of the 
terms of Eq. (77) one should also consider the 
"boundaries" of the diagrams corresponding to each 
term. By "boundaries" we mean the F(kl ... kN) 
terminating each of the expressions In(q, w) of 
Eq. (77). Because the F's have their own asymptotic 
X2

, N, and V dependence, the asymptotic behavior 
of each term is obtained by adding the topological 
indexes of the corresponding diagram to the indexes 
of the "boundaries." 

As an illustration, we shall study one of the 
diagrams corresponding to J 2 (q, w) of Eq. (80) 
[Fig. 2]. The "body" of the diagram [Fig. 2(a)] 
contributes X4N 2 V- 1(r = 1 + 1 = 2, s = 1 + 1 = 2, 
t = -1 + 0 = -1), while the contribution of 
the "boundary" depends on the actual F fitting the 
right "end" of the diagram. Two of the possibilities 
are given by 

i l=m 

F(O ... -q - k ... k + q ... 0) 

" I m 

and F(O··· -q - k ... q ... k ... 0), 

corresponding to Figs. 2(b) and 2(c), respectively. 
The first F is of order ?\2+

2nN jV(n = 0, 1, ... ), 
where N is due to the summation over l. We conclude 
that the diagram of Fig. 2 is asymptotically of order 

n = 0,1 .. , . 

To complete the treatment of the asymptotic 
X2

, N, V dependence of the terms of Eq. (77), we 
23 There is one exception [see footnote on p. 292 of PBI 

(reference 8)], which is of no importance in our case. 
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-C 
(a) 

~
j -~ 
~ 

FIG. 2. An example of a 
second-order diagram. 

Q -.t~ -!L-~ 
-1 m 

1 
(b) 

-.H. 
ie) 

add the first few terms of a "dictionary" for the 
contribution of the "boundaries." 

(1) A diagram ending with one line corresponds 
to a term terminated with either 

or 

- " aG F(O ... q ... -q ... 0) L...." q .--
z apz 

n = 1,2 (81b) 

(2) A diagram ending with two lines corresponds 
to either 

" aG F(O ... q + k ... -q - k ···0) L...." q.-
z apz 

But due to the integration over all the p's the 
integrals over Pi and Pi are vanished unless the 
operator a/api - a/api is preceded (on its left) by 
a function of Pi or Pi. The latter diagrams are called 
semiconnected. Thus, the topological index, cor­
responding to N, of a semiconnected part of a 
diagram reduces by one. 

(d) The momentum operator iJ/ap, - a/api, 
corresponding to a vertex, sometimes reduces to 
iJ/api or -a/api if the vertex is not preceded by a 
line with i or j. The reasons for this are the same 
as in (c). 

(e) The same arguments can be applied to the 
summation of l at the end of each term of Eq. (77). 
This implies that the contribution of the "boundary" 
[Eqs. (81) and (82)] is N independent. Thus, the 
asymptotic index of F is always t = O. 

(f) The above comments lead to the important 
result that all diagrams satisfy asymptotically the 
relation 

8 + t::::; 0, 

which means that the diagrams are not divergent 
with respect to the limits N ----+ <Xl, V ----+ <Xl, N /V = 
finite. There is always a compensating V-I to any 

n = 1,2 ... , 

or 

(82a) vertex which generates an N. This fact may be 
considered as one of the main advantages of the 
Fourier representation in the phase space. 

F(O··· -q-k···q··· -k ... O) Lq·aG 
z apz 

----+ (}..2)z+nNI V- 2 n = 0, 1 ... , (82b) 

and so on. 
We conclude this section with some comments on 

the diagrams corresponding to J (q, w). 
(a) Each diagram begins with only one external 

line on its left. This line represents a "fixed" particle 
(a, say) with a given wave vector -q. 

(b) The law of conservation of wave vectors 
implies that if a cut is made across a diagram 
somewhere, the sum of the wave vectors is -q. 

(c) Diagrams that can be divided into two or 
more parts without cutting lines are called dis­
connected. All other diagrams are connected. The 
connected diagrams [satisfying (a) and (b) above] 
contribute to J(q, w), while only those disconnected 
diagrams, in which each of their parts has a particle 
in common with another part (or has a "fixed" 
particle), give a contribution to J(q, w). This can 
be seen as follows. In a disconnected diagram only 
one part has the external line of the diagram. The 
other parts begin with a vertex of type (B) associated 
with an operator a/ap, - iJ/ap; acting on its right. 

IV. PARTICULAR CASES 

We now apply the method developed in the last 
section to some examples of systems of many inter­
acting particles. We shall obtain the dominant 
contribution to the dielectric function in a systematic 
expansion in terms of the systems parameters. It is 
just for the right approximations that the PB method 
was developed. To this end, we can classify our 
systems according to certain expansion parameters, 
which are combinations of }..Z, N, and V, and then 
regroup and resum the dominant diagrams (the 
leading asymptotic terms). It is clear that the 
suitable expansion parameters should be decided 
on physical ground. Here we discuss two simple 
particular cases:(I) a system where the interparticle 
forces are very weak and (2) a plasma with Coulomb 
interaction. 

A. Weak Interaction 

Under the category of weak interaction we classify 
systems of many particles satisfying the following 
conditions: 

(a) The average potential energy of interaction 
between two particles is much smaller than the 
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average kinetic energy per particle. A dimensionless 
parameter ,,2 is defined to measure the strength of 
the interaction, so that 

,,2 « 1. 

(b) The weakness of the interaction is independent 
of the density. This corresponds to the assumption 
that even if the system becomes denser and denser 
(and the particles become closer and closer), the 
total effect of the interaction is still small. Formally 
this condition is formulated as 

,,2n « 1; 

thus, ,,2 is a legitimate expansion parameter of the 
system. 

In order to get a systematic expansion of the 
dielectric function for systems of weak interaction, 
in terms of ,,2, we regroup the terms (diagrams) of 
Eqs. (57) or (77) with respect to their ,,2 dependence. 
\Ve rewrite 

'" 
l/f(q, w) - 1 = -,,2(N/V)¢(q) L Jen\q, w), (83) 

n=O 

where J en ) indicates the regrouped terms of the series 
with (,,2t dependence. The first few terms of Eq. (83) 
will be calculated here. 

(a) The lowest-order diagram is the one without 
any vertex [Fig. 3(a)], and its contribution is given 
by the first term of Eq. (78), namely, 

Jeo)(q, ) = - J dpl ... dpN(W + q-Pa/m)-I 

- aG 
X F(O ... O)q -apa ' (84) 

or using Eqs. (60), (54), and (41), we get 

JO(q, w) = -l(q, w)l. (85) 
m 

This result is clearly expected as it represents the 
"free particle" approximation of Sec. II. 

(b) First-order approximation. Without regard to 
the "boundaries" there are only two possible 
diagrams, which contribute to J el), namely, Figs. 
3(b) and 3(c). But if we consider the "ends" [Eqs. 
(81) and (82)] we see that only Fig. 3(b) contributes 
to this order while Fig. 3(c) contributes only to 
the next order. Thus, we have 

J(i\q, w) = J dpi ... dpN(W + q-Pa/m)-I 

X L (,,2/V)¢(q)q_(~ - ~) 
i"a apa ap, 

1- aG 
X (w + q -p;/m)- F(O ... O)q -api 

= X2(N/V)¢(q) [l(q, W)]2. (86) 

FIG. 3. The first dia­
grams contribute to the 
"weak interaction" case. 
(a) is a zero-order dia­
gram, (b) first-order dia­
gram, and (c )-( e) second­
order diagrams. 

-q 
(;;-1 

We should like to call attention to a point which 
could be misleading. It would seem that Fig. 3(a) 
contributes to this order, due to its "boundary" 
[see Eq. (81)], 

-J dpl ... dPN(W + q-Pa/mfl 

- . ~ aG X F(O ... q ... -q ... 0) L.." q--. 
l?'a apl 

(87) 

But, in fact, this integral vanishes for l ~ a [the 
term l ~ a is given in Eq. (84)], as was explained 
at the end of the last section. 

(c) Second-order approximation. We proceed to 
the next order and get contributions from the two 
diagrams of Figs. 3(d) and 3(e). The first one gives 

Ji2)(q, w) = -X4(N/V)2[¢(q)]2[I(q, W)]3 ~3 , (88) 

and the second yields 

J~2)(q, ) = 2,,4(3 ~ ~ ~ ¢(k)a- 6 

X J dpi dp2(W + q-PI/mf
l 

X k.~ [w + (k + q)-Pl/m - k-P2/mrl 
apl 

X [¢(k)q-~ + ¢(Ik + qi)q--~ ] e-~ev"+p")/2m. 
api apz 

(89) 

The integral of Eq. (89) is not easy to perform, 
but it is important to notice that it is asymptotically 
of order X 4n , while Eq. (88) is of order" 4n2. Thus, 
in the weak interaction case, the series of Eq. (83) 
is not simply a geometric series as in the plasma 
case. This fact is of importance when a comparison 
is made between systems of weak interaction and 
Coulomb gas. 

One can continue in this way to find higher terms 
of the series of Eq. (83). It is easy to see that, 
the higher the term, the more diagrams are to be 
summed, and their calculation is more involved. 
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---D- 00 
(0) (e) 

( d) lei 

Igi Ihl 

FIG. 4. Some diagrams and their dependence on (e2)I(e2n)"'. 
(a) l = 0, m = 1; (b) l = 1, m = 1; (c) l = 0, m = 2; (d)-(f) 
l = 1, m = 2; (g) l = 1, m = 1; and (h) l = 2, m = 1. 

B. Fully Ionized Gases 

We consider now a system of charged particles 
embedded in a uniform neutralizing media and 
interacting via long-range Coulomb forces. In this 
case the dielectric function retains its usual meaning 
and it is easily interpreted. We give here only a 
brief treatment and illustrate the application of 
PB's method to this problem. The dielectric func­
tion of a plasma has been studied lately by many 
authors4

.!7 using other methods, but we believe that 
better approximations can be achieved by following 
the method outlined above. 

In a plasma we write A == e and cp(k) = 47r/e, 
where e denotes the charge of a particle. It is a 
well-known fact that in a plasma neither e2 nor the 
density n are significant expansion parameters, but 
rather the combination e2n is the right parameter. 9

•
24 

Thus, one cannot limit himself to the first powers 
of e2 or of n, in any expansion (even if these quantities 
are sometimes relatively small), but should rather 
retain all terms proportional to e2n. Strictly speaking, 
e2n is not a legitimate expansion parameter, as it 
is not dimensionless, but one can be convenienced 
easily that it can be used as such for shortness. 
The reason is simply that e2n always appears in the 
combination 

2 47rin{3 n 1; (d)2 1 
e n{3cp(k) = -:;;,r Y? == h d2k2 ' (90) 

where d is the interparticle distance (a natural unit 
of length) and h is the radius of the Debye sphere. 
Thus, we come to the conclusion that our expansion 
parameter is essentially the usual plasma parameter 
d/h (which is inversely proportional to the number 
of particles in the Debye sphere). 

24 N. Rostoker and M. N. Rosenbluth, Phys. Fluids 3, 
1 (1960). 

Once the physical expansion parameter is decided, 
the classification of the diagrams with respect to 
this parameter is a simple task. Using Table I and 
taking into account the "boundaries effects" [Eqs. 
(81), (82), etc.] we see that each diagram is classified 
asymptotically in terms of 

(91) 

where k, l, and m are positive integers. In the limit 
of an infinite system all the diagrams with k > 0 
can be neglected, and only the diagrams with 
arbitrary (e2) l(e2n)m are to be considered. In the 
present paper, we restrict ourself only to the lowest­
order contribution to the dielectric function, namely, 
to 

l/e(q, w) 1 + e2ncp(q) 

X L: all diagrams of (in)m. (92) 

To facilitate our calculation let us examine some 
small-order diagrams of the expansion in e2

• If we 
apply the rules of Sec. III to the diagrams of Fig. 4, 
we see immediately that only the diagrams 4(a) 
and 4(c) belong to the right-hand side of Eq. (92), 
being of order (e2n)! and (e2n)2, respectively. The 
other diagrams of Fig. 4 have at least one extra 
e2 attached to e2n [Fig. 4(b) is of order e2 (e 2n); 
Figs. 4(d), 4(e), and 4(f) are of order e2 (e 2n/; and 
Figs. 4(g) and 4(h) are of order e2 (e2n) and e4 (e2n), 
respectively]. If one examines the diagrams in 
detail, one finds that diagrams with two or more 
parallel lines contribute to a higher order than those 
with only one horizontal line. Moreover, the only 
diagrams which contribute to the right-hand side 
of Eq. (92) are those composed of "loops" of type 
(A) along one horizontal line; the contribution of 
a chain of m "loops" is (e2n)m. Thus, we can rewrite 
Eq. (92) as 

l/e(q,w) 

= 1 + e2ncp(q) L: all chains of "loops" , (93) 

where the sum is represented diagrammatically by 
Fig. 5. 

The calculation of the general term of Eq. (93) 
is quite simple. The term which corresponds to a 

FIG. 5. Diagrams correspond to the right-hand side of 
Eq. (93 )-the dominant contribution to the dielectric function 
for a plasma. 
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chain of m "loops" is given by 

I m(q, w) = (_l)m+1 J dpI ... dp.v 

X (w + q'Pa/m)-1 L e
2 

¢(q)q.~ 
i;>"a V apa 

X (w + q'p,/m)-I ... 

"random phase approximation" of Bohm and 
Pines,25 as in any intermediate state we have only 
one line. Many aspects of Eq. (99) were studied in 
recent years (see, e.g., reference 26) and we are not 
concerned with these problems here. 

To conclude this section we want to point out that, 
in principle, one can calculate the dielectric function 
to any order, by using the above method, and in 
doing so, get much more insight into those processes 
which are intimately related to the dielectric func­
tion. We hope to come back to this problem in 

- aG X (w + q'PI/m)F(O ... O)q·-· 
apl 

(94) the future. 

If we substitute G(PI ... PN) and F(O ... 0) from 
Eqs. (54) and (60), we obtain 

(
_1)'+1 

I,(q, w) = -;;;: I(q, w)[e2n¢(q)I(q, w)]', (95) 

where I(q, w) is given by Eq. (42). It should be 
noted that passing from Eq. (94) to Eq. (95) we 
exclude the possibility of repeated particles along 
the chain [see the calculation of Eq. (88) and the 
discussion preceding this equation]. 

Now, Eq. (93) can be read as 

00 [ 1 J' l/E(q, w) = 1 + f; - m e21U/J(q)I(q, w) ; (96) 

or, denoting 

and performing the summation in Eq. (96), we get 

1 1 _ a(q, w) 
1 + a(q,w) ' E(q,W) 

(98) 

or 

E(q,W) = 1 + a(q,w) 

1 - -.l e2n¢(q)I(q, w) 
m 

1 1 4 2 k_ 2 j OO d 1 aF(u) 
- m 7re n • -00 u u + w/k ----a:;- , 

(99) 

where F(u) is defined by Eq. (43). 
Equation (99) is the well-known result of the 

linearized Vlasov equation.17 As was shown by 
Balescu,9 the chain of "loops" corresponds to the 

v. DISCUSSION 

In this paper we attempt to pave the way toward 
a systematic perturbation expansion for the dielectric 
function of systems of interacting particles. The 
introduction of this function enables one to in­
vestigate many properties of many-body systems. 
Those properties can be studied to the same degree 
of approximation as the calculated dielectric func­
tion. In the method developed above, the system is 
considered as a whole, using the Liouville equation, 
instead of the canonical equations or the hierarchy 
of integrated Liouville equations. The definition of 
the dielectric function as an integral in the whole 
phase space of the system and the introduction of 
the diagrammatic technique of Prigogine and Balescu 
permits a detailed analysis of the interactions 
between the particles of the system. 

The dielectric function was defined by finding the 
response to a vanishingly small external field. 
However, the resulting dielectric function is a 
property of the equilibrium of the closed system 
alone and can serve to describe exactly some 
important properties of the system itself. The 
possibility of exploiting the properties of non­
equilibrium systems along similiar lines seems 
feasible. 27 
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Lorentz-Lorenz and Sellmeier Formulas in Irregular Gases 
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The integral equation expressing the condition of dynamical equilibrium of dipoles in an applied 
electromagnetic field is solved to determine the index of refraction for the ensemble-average wave in 
a media in which the polarizability varies irregularly. The solution closely follows that employed in 
the usual derivation of the Ewald-Oseen theorem for isotropic media. A Lorentz-Lorenz formula, 
modified by the appearance of an additional term, is determined. The additional term is real when 
the scale length of the irregularities is small compared to the wavelength. For larger irregularities, 
however, the correction leads to a complex index of refraction, expressing the attenuation due to scat­
tering. Applying the concept of the depolarizing effect of electron-ion collisions, these results are 
extended to the case of an ionized gas. In this latter instance, a similar modification of the Sellmeier 
formula for the index of refraction is determined. Explicit formulas are given for the case of irreg­
ularities with scale large compared to a wavelength. 

INTRODUCTION 

I N many investigations involving the propagation 
of electromagnetic waves in irregular media, an 

important aspect is the characteristics of the 
average wave. In general, this problem has been 
treated by assuming that the statistical structure 
of the variations of dielectric permittivity is known, 
and solving Maxwell's equations in various approxi­
mations. In this paper, which is closely related to 
treatments! of the permittivity of solid mixtures, 
the point of view is that the statistical structure 
of the dipole number density is known and by the 
method used in the proof of the Ewald-Oseen 
extinction theorem, the index of refraction (square 
root of the dielectric permittivity) will be obtained 
for the ensemble-average wave in an irregular 
media. (This method, which employs an integral 
equation representing the condition of dynamical 
equilibrium, has been described in detail by Born 
and Wolf, 2 where the ordinary Lorentz-Lorenz 
formula is obtained for a medium in which the 
molecular dipoles are evenly distributed throughout.) 
An explicit formula is given for the case of large­
scale irregularities. Because the Lorentz local field 
approximation is used, the direct application is 
to gases. The results are extended to ionized gases 
by introducing the depolarizing effect first described 
by Darwin3

•
4 and a modified Sellmeier formula is 

obtained. 
The point of view of the analysis in this paper is 

1 W. F. Brown, Jr., J. Chern. Phys. 23, 1514 (1955). 
2 M. Born and E. Wolf, The Principles of Optics (Pergamon 

Press, Inc., New York, 1959), Chap. 2, pp. 97-103. 
3 C. G. Darwin, Proc. Roy. Soc. (London) A182, 152 (1943). 
4 O. Theimer and L. S. Taylor, J. Geophys. Res. 66, 3157 

(1961). 

that an index of refraction exists which describes 
the propagation of a wave in the ensemble average 
medium. This concept of a "scattering medium" 
appears to have first been introduced for scalar 
waves by Foldy5 who suggested some years ago the 
extension to the Lorentz-Lorenz formula. To the 
author's knowledge, however, this program was 
never carried out. 

GENERALIZED LORENTZ-LORENZ FORMULA 

The basic integral equation for the effective 
electric field acting on the dipole at r in the medium 
IS 

E'(r, t) = E(i) 

+ il: V X V xNaE'(r"~ - Ric) dv', 

(1) 
R = r' - r, R = [R[, 

where E(i) is the incident field (propagated with 
velocity c) and N a is the polarizability. The integra­
tion is carried out over the medium ~, excluding 
the Lorentz sphere (]' of vanishing radius, a, about r. 
The medium is assumed to be nonmagnetic, so that 
the magnetic field need not be considered in what 
follows. The dipole moment per unit volume is by 
definition: 

P(r', t) = NaE'(r', t). (2) 

In this equation, the polarizability N a is regarded 
as a function of r' but not of t. [With no real loss 
in generality, it shall henceforth be assumed in this 
section that a = constant, N = N(r').] The incident 
field is assumed to be monochromatic with angular 

5 L. L. Foldy, Phys. Rev. 67, 107 (1945). 

824 



                                                                                                                                    

LORENTZ-LORENZ FORMULAS IN IRREGULAR GASES 825 

frequency w c/ko• The dipole moment at (r, t) 
for a specific configuration of irregularities is 
written as 

per, t) = (P(r, t» + 8P(r, t). (3) 

In this expression, (P(r, t» is the ensemble-average 
dipole moment per unit volume at r. In what follows, 
an equation for (P(r, t» shall be obtained from 
per, t) by first averaging over configurations of 
dipole moments relative to a fixed dipole moment 
at r, and then completing the average by taking the 
mean with respect to the dipole moment at r. 
The trial solution for (P) is, similar to the procedure 
in reference 2, a wave with frequency wand velocity 
of propagation c/n, where n is regarded as the 
quantity to be determined. Thus 

\72(PO) + n2k~(Po) = 0, (4) 

where the subscript has been introduced to indicate 
that the factor exp (-iwt) has been removed. It is 
also assumed that (Po) has no sources in the medium 

(5) 

As a result of the lengthy analysis in reference 2, 
Eqs. (1)-(5) lead to the following expression: 

E6(r) = E~i) + E~!) + E~2) + Eci 3
) , (6) 

where 

(1) 411" (n2 + 2)(p ( » Eo (r) = 3 n2 _ lor , (7) 

(2) 1 V r [p ( ') aG(R) 
Eo (r) = k~(n2 _ 1) V x x J x 0 r av' 

- G(R) a~:~') ] dS', (8) 

x 
Eci3 )(r) = i V x V x 8Po(r')G(R) dv', (9) 

G(R) = eikoR /R, (10) 

and a/av' denotes differentiation along the outward 
normal to the boundary ~. The only difference 
between these expressions and those in reference 2 
is the presence of the term Eci3

) (r). 
In reference 2 it is shown that in the limit a -+ 0, 

['1: V X V x Q(r')G(R) dv' 

= V x V)( i'1: Q(r')G(R) dv' - 8
3

11" Q(r) , (11) 

where Q(r') is an arbitrary vector function of 
position. Thus, applying this result, Eq. (9) is 

Eci3'(r) = V x V x [X 8Po(r')G(R) dv' 

811" - 3 8Po(r). (12) 

Thus far, a procedure has been followed which is 
mathematically exact and the only physical assump­
tions which have been employed are those normally 
used in the Lorentz-Lorenz derivation. Continuing, 
the next step is to obtain the equation of dynamical 
equilibrium of the ensemble average, (Po(r». The 
procedure followed in this paper is to first calculate 
the quantity [Eci3

) (r)lAV' the "configuration" average 
of Eci 3

) (r) for a given value of 8Po(r). Thus, Eq. (12) 
is written 

[Eci 3 )(r)lAv = V xV)( [2: (8Po(r)I8Po(r'»G(R) dv' 

(13) 

where (8Po(r)I8Po(r'» is the mean of 8Po(r'), 
given 8Po(r). The replacing of 8Po(r') within the 
derivative operations in Eq. (9) by this averaged 
quantity is justified by the fact that the derivatives 
of fluctuations are uncorrelated and yield zero 
contribution. 

Obviously, 

(14) 

The assumption shall now be made that there 
exists a function J.I(r, R) such that 

(oPo(r)I8Po(r'» = J.I(r, R)(Po(r», (15) 

lim J.I(r, R) = O. (16) 
R_oo 

This assumption will be justified later. Meanwhile, 
proceeding on by substitution, and restricting atten­
tion to points r which do not lie close to the surface, 
Eq. (8) yields 

[Eci
2
'(r)]AV = k~(n21_ 1) V)( V X 12: [ (Po (r'» 

X aG(~) - G(R) a(~osr'»J dS'. (17) 
av v 

In order to obtain Eq. (17), it has been assumed 
that the subensemble of configurations with fixed 
dipole moment at r is equivalent, as regards the 
dipole moments on the surface of ~, to the complete 
ensemble. 
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Collecting results, and multiplying by aN(r) yields 

[PO(r)]AV = aN(r){Ecii)(r) + ~ (:: ~ i)(Po(r» 

1 f [ 1 aG(R) + k~(n2 _ 1) V xV X 1: (Po(r» aT 

- G(R) a(~:\rl»] dS' + [Eci3 \r)]Av}' (18) 

Defining H, the number density corresponding to 
the ensemble-average dipole moment per unit 
volume, and averaging Eq. (18) with respect to the 
dipole moment per unit volume at r, 

- C) 4 _(n2 + 2) (Po(r» = aNEo' (r) + :3 7I"aN ~2 _ 1 (Po(r» 

aN f [ 1 aG(R) + k~(n2 _ 1) V x V X 1: (Po(r»--a;,'" 

- G(R) a(~o,,\r'»] dS' + a(N(r)[Eci3 )(r)]Av), (19) 

As in reference 2, it is now noted that the first 
and third terms on the right represent waves 
travelling with velocity c. The left side and the 
second term on the right of Eq. (19) are waves 
with velocity c/n. In a uniform medium, the last 
term does not appear and each group must vanish 
separately. The relation 

CO( ) 1 J' [( ('» aG(R) Eo r + k~(n2 _ 1) V x V x ~ Po r ~ 

- G(R) a(PO\r
l »] dS' = 0 (20) 

all 

represents the extinction of the incident wave by 
part of the dipole field. It is not necessary to deter­
mine whether the last term in Eq. (19) contributes 
to Eq. (20). Instead, attention is turned to the 
dipole field in the medium which, from Eq. (19), 
satisfies 

(Po(r»= ~ aN(~: ~ i)(Po(r» 

+ a(N(r)[Eci3 \r)hv)'. (21) 

A prime has been attached to the last term as a 
reminder that only waves with velocity c/n are 
included. 

Writing 

r = (N(r)[Eci3
) (r)]AV)' . (Po(r»/(471"/3)N I (Po(r»12 , (22) 

it follows that 

1 = 471" aN(n2 + 2 + r). 
3 n2 

- 1 
(23) 

Equation (22) is the desired generalization of the 
Lorentz-Lorenz formula. In order to employ this 
formula, it is necessary to evaluate the form factor r. 
It is evident that, for irregularities whose scale is 
small compared to a wavelength, r is real and Eq. 
(23) leads to a simple correction for the index of 
refraction. For irregularities with larger scale length, 
r will be complex, however, leading to a complex 
index of refraction which expresses the loss of energy 
due to scattering. 

Attention is now turned to media in which the 
scale length of the irregularities is much greater 
than a wavelength. An iteration procedure in which 
use is made of the approximation 

oPo(r') ~ ll.N(r')(Po(r'»/N (24) 

is immediately suggested. This equation must be 
supplemented by the relations 

N(r) = N + ll.N(r) , 

(ll.N(r» = O. 

(25) 

(26) 

That is, N is taken to be the average dipole number 
density. Of course, it is necessary that r represent 
only a small correction to the index of refraction 
if the iteration procedure is to be valid. For a 
plane wave in the ko direction, therefore, 

oPo(r') ~ ll.N(r')(Po(r» exp (inko·R)/N. (27) 

As a result, 

(oPo(r) loPo(r'» 

~ (ll.N(r) 1ll.N(r'»(Po(r» exp (inko .R)/N. (28) 

For a Gaussian distribution 

Pl(N) = [1/(271")tO'] exp [-(N - N)2/20'2], (29) 

the conditional probability P2(N1 IN2) is obtained 
from the two-dimensional Gaussian distribution 

1 {-I 
P2(N l , N 2) = -271"-0'~2-(1~- /)t exp 20'\1 _ /) 

X [(N l - J.·vi + (N2 - H)2 

- 2p(N l - N)(N2 - N)]}' (30) 

Thus, 
1 

P2(N l IN2) = P2(N l , N 2)/PI(NI) = [271"0'2(1 _ p)2J1 

X exp{20'\~~ /) [N2 - N - p(NI - N)]2}. (31) 

As a result, the mean of N 2, given N I , is 

(32) 
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or 

(AN(r)/AN(r'» = p t:.N(r). (33) 

In these formulas, since «N 1 - N) (N 2 N» = 
(i p, p is a normalized correlation coefficient. Of 
course, p = peR). 

With this justification, the special assumption is 
made that Eq. (28) may be written 

(oPo(r) '8Po(r'» 

~ peR) t:.N(r)(Po(r» exp (inko·R)/N, (34) 

where peR) is a correlation function (which, for 
Gaussian distribution of AN(r), is identical to the 
usual correlation factor). Equation (34) justifies 
Eqs. (15) and (16). Of course, 

lim peR) = o. 

Applying these results, it is found that 

r ~ «t:.N/N)2{ -2 + ;7r 

X exp (-inko·r)p· V x V X J.T. peR) 

X exp (inko ·r')G(R) dv' J, (35) 

where p is a unit vector in the direction of (Po(r». 
In writing Eq. (35), the terms containing derivatives 
of AN(r) have been dropped because they are 
uncorrelated. 

In the remainder of the present work, the medium 
will be assumed to have zero conductivity and 
isotropic irregularities. In this case, peR) = peR), 
and Eq. (35) may be written 

r~«t:.N/N)2{ -2+ 4:exP(-inko.r)p.VxVxp 

X exp (inko·r) iT. p(R)G(R) exp (inko·R) dv,l (36) 

The integral is independent of r, and in these 
equations, ko is a constant vector, which for a 
homogeneous plane wave satisfies 

p·ko = o. (37) 

Thus using 

V xV xpf = (p·V)Vf - pV 2f, (38) 

it is found that 

r ~ (CAN/N)2{ -2 + ;7r n2k~ r}; p(R)GCR) 

X exp (inko·R) dv' 1 (40) 

The integral in Eq. (40) is readily carried out in 
the angular coordinates, choosing the z axis in 
the ko direction. Thus, passing to the limits, it 
follows that, for "interior points," 

r ~ «t:.N/N)2{ -2 + 3nlco L" peR) 

X exp (ikoR) sin (nkoR) dR 1 (41) 

The appearance of an imaginary component in the 
index of refraction is attributed to loss of energy 
from the wave by scattering. Equations (41) and 
(23) determine the complete index of refraction. 
The imaginary component may be checked against 
the attenuation coefficient (determined by ordinary 
scattering theory by integrating over the scattering 
cross section). Thus, writing no = no + on, it 
follows from Eq. (23), that (n~ - 1 « 1) 

1m {on} ~ H47raNY 1m {t} (42) 

However, for a uniform medium of density N + AN 
(n = no + t:.n), 

The power attenuation coefficient is 

a' = 2ko 1m {on}. 

(43) 

(44) 

Applying all these results, it is readily shown that, 
as no ~ 1, 

a' ~ 2k~«t:.n?) 10'" p(R)(l - cos 2koR] dR. (45) 

Equation (45) is identical to that obtained6 from 
the scattering cross section. [In reference 6, this 
formula is derived only for scalar waves; it is 
readily observed, however, that for large scale 
fluctuations, the scalar (pressure) and vector 
(electromagnetic) cases lead to identical results.] 
In order to obtain Eq. (45) from Eq. (41), it is 
necessary to employ the relation /on,2k~l2 « 1, 
where l is the scale length of the irregularities, i.e., 
the range in which peR) is appreciable. Thus, Eq. 
(45) is not valid in the limit ko ~ 00. This restriction 
is also obtained in the previous derivation. 6 How­
ever, Eq. (41) is not subject to this limitation as 
shall be observed in the following. 

p. V x V xp exp (inko·r) = n2k~ exp (inko·r), 

whence, 

(39) 6 L. A. Chernov, Wave Propagation in a Random Medium, 
translated from the Russian by R. A. Silverman (McGraw­
Hill Book Co., Inc., New York, 1960), p. 54. 
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In general, Eqs. (23) and (41) will lead to a 
complicated formula for the index of refraction. 
For example, for the Booker-Gordon model, peR) = 
exp (-kcR) with kc « ko, it follows from Eq. (41) 
that 

r ~ «Mr/NY)[n2 + 2 

Thus, 

4 - 4 -,.(n2 + 2 
1 + 3 7raN ~ 3 1l'alV n2 - 1 - (50) 

where, by definition, 

r' = -r - (D.N(r)[PO(r)]AV) 

+ 6n2i(kjko)/(n2 - 1)](n2 - If!· (46) ·(Po(r»/N 1 (Po (r)W . (51) 

Thus, as ko -7 00, 

1 = 41l' aN[1 + «(AN/N)2)](n: + 2). (47) 
3 n - 1 

Moreover, writing n = no + on, it can be assumed 
that for cases of practical interest, no - 1 « 1 and 
on/(no - 1) « 1, and it is found that Eq. (46) yields 

n ~ no + «D.N /N)2)[no - 1 + ike/leo]. (48) 

In these formulas, no is the index of refraction 
corresponding to the uniform medium. 

It may be noted that the present analysis does 
not provide the angular distribution of scattered 
energy. On the other hand, it does yield the small 
real correction to the refractive index. Moreover, 
because analysis is based upon the microscopic 
properties of the media, it is particularly simple to 
consider those effects which must be included when 
considering ionized gases. 

GENERALIZED SELLMEIER FORMULA 

The preceding section provides a suitable back­
ground for the rapid generation of a formula for 
the index of refraction of an irregular ionized gas. 
Neglecting the effects of dynamical friction for the 
moment, the polarizability of the free electrons is 
taken as a = -i/mw2

• In addition, it is necessary 
to include on the left side of Eq. (1), the depolarizing 
effect of electron-ion collisions, -!1l'P(r, t). (It is 
emphasized that this is the only logically consistent 
procedure by which the Sellmeier formula may be 
obtained.7

) After removing the time-dependent 
factor, averaging over configurations, multiplying 
by aN(r) [see Eq. (18)], taking the ensemble average, 
and taking the scalar product with (Po(r»/ICPo(r» 12 
[see Eq. (22)], it follows that, instead of Eq. (23), 
for a slightly ionized gas 

1 + -h(N(r) [po(r)]AV)'(Po(r»/I(Po(r)W 

~ ~ 1l'aN(~: ~ ~ + r)· (49) 

It is consistent to employ Eq. (24) to evaluate 
Eq. (51). Thus, it follows immediately that 

t' ~ -r - «D.N/N)2) ~ 3«D.N/N)2) 

X [ 1 - nko i'" peR) 

X exp (ikoR) sin (nleoR) dR J. (52) 

In general, it is necessary to consider the effects 
of a varying polarizability a. (It is assumed here 
that the irregularities do not extend down to the 
dimensions of the mean free path for electron-ion 
collisions so that the local values of the effective 
collision frequency Pc are obtained directly from the 
local number densities. It is also pointed out that 
Pe depends upon long-range collisions with ions, in 
distinction to the depolarizing effect,4 so that it is 
legitimate to treat these separately.) Thus writing 
'f/ = aN, it follows immediately that it is only 
necessary to replace N by ii, and D.N by D.'f/, removing 
the a's to obtain the desired generalization. These 
procedures add nothing new to the present argument, 
so that it shall be continued to be assumed that 
Pc = O. 

Equations (51) and (52) yield (w! = 47rNe2/m) 

1 - 1: (wv)2 ~ _1: (Wp)2[~: + 2 - r'J. (53) 
3w 3w n-l 

Thus 

where the relation I(Wp/W)2t'1« 1 has been employed. 
As a matter of interest, a formula obtained8 by a 
different method for the index of refraction of an 
irregular ionized gas when the wavelength is much 
greater than the scale length of the irregularities 
is displayed here: 

(55) 

7 V. L. Ginzburg, Propagation of Electromagnetic Waves in 
Plasma, translated from the Russian by Royer and Roger where it has been assumed that (Wp /W)2 '« 1. 
(Gordon and Breach Science Publishers, Inc., New York, 
1961) Chap. 2, pp. 27-32. 8 L. S. Taylor, J. Geophys. Res, 67,3843, (1962), 
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Zeros of Hankel Functions and Poles of Scattering Amplitudes* 

JOSEPH B. KELLER, S. I. RUBINOW, t AND MAX GOLDSTEIN 

Courant Institute of Mathematical Sciences New York University, New York, New York 

The complex zero! "n(Z), n = 1, 2, ... of H.(I)(z), dH.(l)(z)/dz and dH.(1)(z)/dz + iZH,(l)(z) are 
investigated. These zeros determine the poles in the scattering amplitudes resulting from scattering 
of various kinds of waves by spheres and cylinders. Formulas for Pn(z) are obtained for both large 
and small values of Izl and for large values of n. In addition, for H,(1)(z) and dH.(l)(z)/dz, numerical 
solutions are found for real z in the interval 0.01 ~ z ~ 7 and n = 1, 2, 3, 4, 5. The resulting loci of 
"n(z) in the complex P plane are presented. These loci are the trajectories of the so-called Regge poles 
for scattering by spheres and cylinders. 

1. INTRODUCTION 

IN 1918 Watson1 discovered that a certain scatter­
ing amplitude in electromagnetic theory had 

poles at the values of /I for which H. (1) (z) = 0. 
Here H. (1) (z) is the Hankel function of the first 
kind of order /I and argument z. Similar poles have 
since been found in other scattering amplitudes at 
the zeros of other transcendental functions. Recently 
Regge2 has examined them in quantum-mechanical 
potential scattering and this has stimulated many 
other investigations. Because of the importance of 
these poles and their trajectories, we have considered 
some special cases in detail and have obtained 
asymptotic formulas and numerical results for them. 

Mathematically our investigation concerns the 
roots /In(z) , n = 1, 2, '" of the following three 
equations: 

H. (l)(z) = 0, (1) 

(djdz)H.(l)(z) = 0, (2) 

(djdz)H,<ll(Z) + iZH. (l)(z) = 0. (3) 

In (;3) Z is either a given constant or a given function 
of z and /I. Each root /In(Z) of each equation is a 
complex function of the complex argument z. We 
present some old and some new expansions of /In(z) 
for both large and small values of Izl as well as for 
large values of n for any z. In addition, with the aid 
of an electronic computer, we have computed the 
first five roots of (1) and (2) for real z in the range 
.01 S z :5. 7 and have plotted graphs of them. 
[See Figs. (1) and (2).] "\-Ve have also compared 
these "exact" numerical values with the expansions 
for large and small values of Izl, thus determining 

* This research was supported by the National Science 
Foundation under Grant No. G-I9671. Reproduction in 
whole or in part is permitted for any purpose of the U. S. 
Government. 

t Also, Physics Department, Stevens Institute of Tech­
nology, Hoboken, New Jersey. 

1 G. N. Watson, Proc. Roy. Soc. (London) A95, 83 (1918). 
2 T. Regge, Nuovo Cimento 14, 951 (1958). 

the accuracy and range of validity of these expan­
sions. 

Equation (1) determines the poles in the quantum­
mechanical scattering by a rigid sphere or cylinder, 
i.e., by a potential which is infinite within a sphere 
or cylinder and zero outside it. It also determines 
the poles in the scattering of an acoustic wave by 
an acoustically soft sphere or cylinder. In addition, 
it determines some of the poles in the scattering of 
an electromagnetic wave by a perfectly conducting 
sphere or cylinder. Equation (2) determines the 
poles in the scattering of an acoustic wave by a 
rigid cylinder and some of the poles in electro­
magnetic scattering by a perfectly conducting 
cylinder. Equation (3) determines the poles in 
acoustic or electromagnetic scattering by a cylinder 
of surface impedance Z. In all cases z = ka, where 
a is the radius of the sphere or cylinder and k = 2 'IT' lA, 
with A being the incident wavelength. 

Because of the importance of the scattering 
problems just mentioned, some studies have been 
made of the Eqs. (1)-(3). The most complete study 
of (1) is that of Magnus and Kotin,3 which led to 
the present work. In part, our analysis is similar 
to theirs. However, we succeeded in obtaining expan­
sions of /In(z) for Izi small which they did not find. 
These expansions show that Theorems 6.1 and 6.2 
of reference 3 are false, and it is then not difficult 
to locate the flaws in the proofs. Fortunately none 
of their subsequent results depend upon these 
theorems. In addition, we have found a number of 
misprints in their formulas on p. 243 for /Inez) for 
large n. The correct formulas are given below. 

2. ZEROS OF H.(l)(z) 

Let us begin by expressing H. (1) (z) III terms of 
Bessel functions by the formula 

3 'V. Magnus and L. Kotin, Numerische Math. 2, 228 
(1960). 
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FIG. 1. The zeros vn(z) of H,(1)(z) in the complex v plane 
for z real. Re Vn is plotted horizontally and 1m Vn is plotted 
vertically for n = 1, 2, 3, 4, 5, and 0 ~ Z ~ 7. The solid 
lines are the loci of vn(z) for fixed n as functions of z. The 
dashed lines connect values of vn(z) for fixed z and different 
values of n. The zeros are symmetric about v = 0 so there 
is a similar sct of curves in the third quadrant. 

isin v7rH,(l)(z) = J_.(z) - J,(zV;V:'. (4) 

The power series for J.(z) is 

(5) 

Upon using (5) for J, and J _, in (4), it becomes for 
o < Izl « 1 or Ivl » 1 + Iz12, 

i sin V7r r(v + l)(~r H, (l)(z) 

When Hp (I) (z) = 0 we transpose the quotient of 
gamma functions in (6) and take logarithms of the 
two sides of the resulting equation, obtaining 

2v(lOg ~ - i~) 
_ . rev + 1) (Z2) 
- -27rtn + log reI _ v) + 0 v + 1 . (7) 

Here n is an integer. 
For Izl « 1 it is convenient to use the following 

sm'ie's for the logarithm of the quotient of gamma 
functions: 

1 r(1 + 11) _ 2 2 ~ s(2m + 1) 2m+l 
og r(1 _ 11) - - 'Y1I - !::t 2m + 1 11 • (8) 

Here 'Y is Euler's constant and s is the Riemann 
zeta function. With the aid of (8), (7) can be re-

written as 

z i~ i7r 
log - = --- + - - 'Y 

2 11 2 

_ f t(2m + 1) 112m + o(~). (9) 
m-l 2m + 1 11 

Upon reverting the series (9) for n ~ 0 we obtain 11 

as a power series in [log (Z/2)fl. For n = 0 there 
is no root of (9) for which Ivl « 1. Denoting the 
value of v by Vn and setting z = rei~, we may write 
the result as the following series in [log (r /2)fl 

Vn = -i~[log (r/2W1{1 + [i(~ - <p) - 'Y ] 

X [log (r/2)r 1 + [i(~ - <p) - 'Y T [log (r/2W
2 

JzJ « 1. (10) 

This result for vn , which appears to be new, shows 
that all the roots Vn tend to zero as z tends to zero. 
For z real this was shown to be true by Magnus and 
Kotin. 3 However, their theorems 6.1 and 6.2, which 
describe the manner in which v" tends to zero, are 
in disagreement with (10) and are incorrect. 

To determine Vn for n large and z fixed, we again 
proceed from (7). We assume that Ivl » 1 and use 
Stirling's formula for the gamma functions in (7), 

"( 

41. // / ./ ./ 
2[ "':... /' ././ ./ 

,,,,./'1. ;:;./ ././ / 

'lZ-A-.i 2~ 3: 4.0 !I.O 4;.0 
~ __ C_~ __ "_~ ___ -'--- __ -h ______ -'-------

012: 34!5 6 7 

/' 
1.0 

10 

FIG. 2. The zeros vn(z) of dH,(1)(z)/dz in the complex 
v plane for z real. Re v" is plotted horizontally and 1m Vn is 
plotted vertically for n = 1, 2, 3, 4, 5, and 0 ~ z ~ 7. The 
solid lines are the loci of vn(z) for fixed n as functions of z. 
The dashed lines connect values of v,,( z) for fixed z and different 
values of n. The zeros are symmetric about v = 0 so there is 
a similar set of curves in the third quadrant. 
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which yields 

r(1 + v) . 
log r(I _ v) = 2v(log v-I + ~7r/2) 

- i7r/2 + OV1
). (11) 

Upon using (11) in (7), and assuming that !vl » 1 + 
/Z/2, we readily find for n » 1, 

Re Vn 7r(~ - ~ )(n - t{ log 27r(n
er

- t) J2 
X [1 + O(log log n/log n)], 

[ 
27r(n - 1.)J-l 

1m Vn = 7r(n - t) log er 4 

X [1 + O(log log n/log n)], n» 1. (12) 

This result was obtained by Magnus and Kotin, 
Theorem 8.1, but their formulas contain a number 
of misprints. From (12) we see that both Re Vn and 
1m Vn become infinite as n becomes infinite, but that 
1m Vn increases more rapidly than does Re Vn. 

Consequently, arg Vn tends to 7r /2 as n increases. 
This fact has led numerous authors to the false 
conclusion that Vn approaches the imaginary axis of 
the v plane as n increases. 

When Izi is large, Iv .. 1 is also large. Then for fixed 
n, Vn is given by the well known formula obtained 
by van del' Pol and Bremmer4 with the aid of 
the Debye expansion for the Bessel function, and 
refined by Franz5

; 

Vn = Z + 6- leir
/

3q"z! 

Izl »n > o. (13) 

Here q" is the nth zero of the Airy function A(q), 

A(qn) = f' cos (t 3 
- qnt) dt = o. (14) 

The first five zeros, as given by Franz,5 are listed 
in Table 1. For large values of n, q" is given by the 
asymptotic formula 

n» 1. (15) 

Equations (10) and (13) give vn(z) for both large 
and small values of Izi. To obtain vn(z) for interme­
diate values of z we have solved (1) numerically 
for Z real in the range 0.01 ~ z~ 7 and n = 1, 2, 3, 
4, 5. The resulting values of Vn are shown in Fig. 1, 
which shows the locus of each of the first five roots 
in the complex v plane. As z increases from zero 

4 H. Bremmer, Terrestrial Radio Waves (Elsevier Publish­
ing Company, New York, 1949). 

• W. Franz, Z. Naturforsch. 9a, 705 (1954). 

TABLE I. The first five zeros qn and q,,' of the Airy function 
and its derivative, respectively. In terms of them the zeros 
of H.(I)(Z) anddH.(!)(z)/dz can be expressed by(13) and (18). 

n qn q,,' 

1 3.372134 1.469354 
2 5.895843 4.684712 
3 7.962025 6.951786 
4 9.788127 8.889027 
5 11.457423 10.632519 

each root moves from the orIgm upward and to 
the right. Such loci have recently been called "Regge 
trajectories" in quantum mechanics. 

We have also compared the values of v" given by 
(10) and (13) with the numerical results. For z = 
0.01, (10) yields Re VI = 0.205, 1m VI = 0.613, 
while the numerical solution is Re VI = 0.184, 
1m VI = 0.592. For larger values of z and n the 
disagreement is greater. Thus, we conclude that 
(10) is accurate only for Izi < 0.01. On the other 
hand, for Z = 1, (13) yields Re VI = 1.871, 1m VI = 

1.706, while the numerical solution is Re VI = 1.880, 
1m VI = 1.708. This agreement is very good, and 
becomes better as Izl increases, but worse as n 
increases. However, even for n = 5 the error in 
Re Vs is only 4% and that in 1m V5 is only 1 % at 
z = 2. At z = 7, (13) yields Re VI = 8.745, 1m VI = 
3.126, while the numerical solution is Re VI = 8.746, 
1m v, = 3.127. 

We have restricted n to positive values in (12) 
and (13) and have given only the roots vn(z) with 
Re Vn ~ 0 in Fig. 1 because the roots are symmetric 
about the origin. This follows from the relation 
H- v (l)(z) = e''''Hv (I) (z). 

3. ZEROS OF dH.(I)(z)/dz 

The zeros of dH. (1) (z)/dz can be found by exactly 
the same methods as were used in the preceding 
section. Therefore, we shall give only the results. 
Since the zeros are symmetric about the origin, we 
shall again give some formulas only for positive n, 
which corresponds to zeros in the half plane Re V ~ O. 

When Izl is small we find 

Vn = -i7r(n - !)[IOg(r/2W
I {1 + [i(~ -~) -I'J 

X [log (r/2W 1 + [i(~ - ~) - I' J [log (r/2)r2 

+ ([ i(~ - ~) - I' J - S-(3)7rV /3) [log (r/2) r 3 

Iz/ « 1. (16) 
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For Ivl » 1 + Izl2 we obtain 

(
7r) [27r(n - ~)J-2 Re Vn = 7r 2 - rp (n - t) log er 4 

X [1 + O(log log n)J 
logn ' 

(n» 1) (17) 

[ 
27r(n - 2.)J-1 

1m Vn = 7r(n - j) log er 4 

X [ 1 + oeofo~o~ n) J . 
Both (16) and (17) are apparently new. The former 
shows that all v" tend to zero as z tends to zero. 
The latter shows that both Re v" and 1m v" become 
infinite as n does and that arg Vn tends to 7r /2. 

When Izl is large and n is fixed, v" is given by 
the formula 6 

X [ (q:')2 + _1_J -t + O( -1) 
180 10 f Z Z, qn 

Izl »n > O. (18) 

Here q,,' is the nth zero of A'(q) = 0 where A(q) is 
the Airy function defined in (14). The first five zeros, 
as given by Franz, are listed in Table 1. For n large, 
qn' is given by 

n» 1. (19) 

In Fig. 2 are shown the loci of values of vn(z) 
obtained by solving (2) numerically for n = 1, 2, 3, 
4, 5, and .01 ~ z ~ 7. Each root moves from the 
origin, upward and to the right, as z increases from 
zero. Comparison of the numerical solutions with 
the results given by (16) and (19) shows about the 
same agreement as in the preceding case. 

4. ZEROS OF dHp (l)(z)/dz + iZHp (l)(Z) = 0 

To solve (3) we use (6) to obtain for Izl « 1 
or Ivl » 1 + Iz12, 

2isin V7rr(v)(z/2)'+{ dH~:>Cz) + iZHp(l)(z) J 
= - r(1 + v) (1 _ i ZZ)[1 + o(~)J 

r(1 - v) v v 

Upon equating to zero the right side of (20) and 
taking logarithms of the resulting equation, we find 

2v[log (z/2) - i7r/2] = -i27r(n - !) 

+ 10 r(1 + v) + O(Zz) + O(~). 
g r(1 - v) v v 

(21) 

Let us first suppose that the impedance Z is a 
finite constant, independent of z and v. Then it 
follows from (21) that the zeros of (3) are asymptot­
ically the same as those of (1) in the two cases 
Izl « 1 and Ivl » 1 + Iz12. Thus in these two cases 
the zeros Vn of (3) are given by (16) if Izl « 1 and 
by (17) if Ivl » 1 + Izl\ with an additional error 
term O(Zz/v). The same result (16) applies if Z is 
a function of z and v such that Zz/v tends to zero 
as z tends to zero with v given by (16). Similarly (17) 
applies if Zz/v tends to zero for fixed z as v becomes 
infinite through the sequence (17). 

When Izl is large and n is fixed, Vn is given by the 
following formula, obtained by Levy and RelIer6

: 

Vn = Z + 6-V1r/3qn(Zi)zt + O(z-t), 

Izi »n > O. (22) 

Here qn(ZZl) is the nth root of the equation 

A'(q) = A (q)eS1r iI66-IZzl. (23) 

If IZztl is large, qn is given by 

qn(ZZl) = qn( ro) + e-S1riI66!(Zztrl + O(IZZt j-2). (24) 

The number q,,( ro) is the nth root of (14), to which 
(23) reduces when Zz! becomes infinite. If jZzlj is 
small, q" is given by 

qn(ZZi) = qn(O) - eS1rifG [3Z/ qn(O) ](z/6)1 

+ O(IZz!n. (25) 

Here qn(O) is the nth root of A'(q) = 0, to which 
(23) reduces when Zz! = O. 

6 B. R. Levy and J. B. Keller, Commun. Pure AppJ. 
Math. 12, 159 (1959). 
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Charged Spheroid in Cylinder 

W. R. SMYTHE 

California Institute of Technology, Pasadena, California 
(Received 1 Marc.h 1963) 

The problem of a charged conducting spheroid within a coaxial conducting cylinder is solved by 
a slight variation of the method in J. Appl. Phys. 31, 553 (1960). Errors in the terminal digits of 
Table I in that paper have been corrected and the table extended. The charge density on the spheroid, 
the potential between it and the cylinder, and its capacitance are given for ratios of the spheroid 
equatorial radius to cylinder radius of 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 0.95. Tables give 
numerical results for five cases: the disk, the oblate spheroid with 2 to 1 axial ratio, the sphere, and 
the prolate spheroid with axial ratio 1 to 2. The thin prolate spheroid requires special treatment. 

1. INTRODUCTION 

ELECTRON guns, Faraday cylinders, Geiger 
point counters, and similar devices often use 

electrodes such as disks or wire stubs mounted 
coaxially in a tube. All these are special cases 
of a charged spheroid in a coaxial conducting 
cylinder. Ordinary potential-theory methods fail 
when the boundaries belong to coordinate systems 
having nothing in common but an axis of symmetry. 
The method used here yields essentially exact 
results in useful form. The special case of a charged 
sphere in a conducting coaxial cylinder was first 
treated by Knighe who found the potential to 
0.1 % for sphere-to-cylinder radius ratios of 0.1, 0.2, 
0.3, 0.4, and 0.5. The present author2 obtained very 
similar formulas by a different approach and gave 
results for the range 0.1 to 0.95 to eight places, 
only five of which are correct in some cases, as will 
be seen later. The crude treatment of the special 
case of the coaxial disk was given by the author3 

and a much more elegant one by Cooke and Tranter4 

who used dual Fourier-Bessel series but gave only 
two numerical examples. 

2. PROCEDURE 

The "angular" charge density assumed for oblate 
(0), spherical (s), and prolate (p) spheroids is a 
series of Legendre polynomials with constant co­
efficients multiplied by a factor proportional to 
the charge density on the focal conducting disk (0), 
point (s) or line segment (p) which alone would 
give spheroidal equipotentials. The resultant poten­
tial is a series of spheroidal harmonics, each of 

1 R. C. Knight. Quart. J. of Math (Oxford Series) 7, 124 
(1936). 

2 W. R. Smythe. J. Appl. Phys. 31, 553 (1960) 
3 W. R. Smythe. J. Appl. Phys. 24, 773 (1953). 
• J. C. Cooke and C. J. Tranter, Quart. J. Mech. Appl. 

Math. 12, 379 (1959). 

~ I 

FIG. 1. Coordinate systems. 

Tt 
2p.2a 
1 t 

which is expressed in cylindrical coordinates by a 
Fourier cosine transform. The interior potential 
of the induced charge on the cylinder is then written 
down. Inside the spheroid, the sum of the potentials 
of the spheroidal and cylindrical charges must be 
made constant by adjustment of the spheroidal 
density so that all but the zero-order term in the 
expansion of the total potential in powers of P 

vanish in the z = 0 plane. This is the same as 
making all z derivatives of the potential zero at 
the origin. Each coefficient of /P except p = 0 is 
equated to zero giving a linear relation between 
the constants in the original charge density expan­
sion. The solution of p + 1 of these linear algebraic 
simultaneous equations yields p + 1 of the constants. 
Only a few harmonics suffice for small spheroids but 
as they expand, p must be increased. In the following 
analysis, oblate (r, ~), spherical (r, 0), and prolate 
('I), ~) spheroids will be carried along together and 
identified by subscripts 0, s, and p. Superimposed 
sections of the four cases treated when the equatorial 
radius Po is four fifths of the cylinder radius a is 
shown in Fig. 1. 

3. THEORY 

The cylindrical coordinates are expressed in terms 
of the oblate, spherical and prolate ones by6 

6 W. R. Smythe, Static and Dynamic Electricity (McGraw­
Hill Book Company, Inc., New York, 1950), pp. 158-169. 
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TABLE 1. Values of (n!)-2 1(2n) = (n!)-2 fo'" t2nl o(t)-2 dt. 

n (n!)-21(2n) n (n!)-21(2n) n (n!)-21(2n) 

0 1.3676764 28 9.419373 56 13.292934 
1 1.9406673 29 9.584731 57 13.410590 
2 2.5873244 30 9.747283 58 13.527222 
3 3.1438618 31 9.907164 59 13.642857 
4 3.6201965 32 10.064501 60 13.757518 
5 4.0383488 33 10.219415 61 13.871233 
6 4.4147566 34 10.372015 62 13.984021 
7 4.7600615 35 10.522400 63 14.095909 
8 5.0811442 36 10.670664 64 14.206914 
9 5.3826426 37 10.816897 65 14.317060 

10 5.6678448 38 10.961177 66 14.426362 
11 5.9391878 39 11.103581 67 14.534845 
12 6.1985432 40 11.244179 68 14.642522 
13 6.4473885 41 11.383040 69 14.749413 
14 6.6869175 42 11.520225 70 14.85,'>535 
15 6.9181111 43 11. 655797 71 14.960904 
16 7.1417880 44 11.789808 72 15.065536 
17 7.3586412 45 11.922312 73 15.169446 
18 7.5692619 46 12.053358 74 15.272651 
19 7.7741601 47 12.182995 75 15.375161 
20 7.9737799 48 12.311266 76 15.476991 
21 8.1685105 49 12.438214 77 15.578157 
22 8.3586955 50 12.563878 78 15.678670 
23 8.5446398 51 12.688298 79 15.778544 
24 8.7266123 52 12.811509 80 15.877786 
25 8.9048631 53 12.933546 81 15.976415 
26 9.0796134 54 13.054442 82 16.074436 
27 9.2510554 55 13.174228 83 16.171864 

z = C~r, p = c(I - ()l(I + r2)1, 

Z = r cos 0, p = r sin 0, (1) 

z = C~1/, P = c(I - ()!(1/2 - I)'. 

The focus spacing is 2c. The coordinate ranges are: 
-1 to + 1 for ~, 0 to 7r for 0, 0 to (Xl for rand r, and 
1 to (Xl for 1/. The charge densities assumed on the 
spheroids r = ro, r = c, and 1/ = 1/0 are 

'" 
0"0 = [c2(r~ + ~2)rt L AnP2n(~), 

'" 
0", = c- 1 L AnP2n(COS 0), (2) 

n=D 

'" 
O"p = [C2(1/~ - (Wi L AnP2n(~)' 

n=O 

Calculation of €a V' / an - €a v"/an and simplifica­
tion by use of the Wronskian verify that the internal 
and external potentials of 0"0, 0"., and O"p are 

'" 
E V~ = j(1 + r~)! L AnQ2n(jrO)P2n(jr)p2n(~), 

n=D 

'" 
€V: = L An(4n + 1)-lc-2nr2np2n(COS 0), (3) 

n-O 

'" 
€ V~ = (1/~ - 1)1 L A nQ2n(1/0)P2n(1/)P2nW, 

'" 
€ V~' = j(I + r~)l L AnP2n(jrO)Q2n(jr)P2n(~)' 

n-O 

'" 
€V:' = L An(4n + I)-lc2n+lr-(2n+lJP2n(COS 0), (4) 

'" 
€ V;' = (1/~ - I)' L AnP2n(1/0)Q2n(1/)P2n(~)' 

n-O 

When z = 0 and p < c so P 2nW is a polynomial in 
(p/C)2, or cos 0 = 0 so P 2n(cos 0) is (-I)"(n - !) !In!, 
or ~ = 0 so P 2n (1/) is a polynomial in (p/C)2, then 
the nth terms of the coefficients So, S., and Sp of 
(p/C)2 P satisfy 

So(n, p) _ j(I + r~)tQ2n(jrO)(n + p - !)! 
An - (-I)"+P(n _ p)! (p!)2 

S,(n, p) 
An 

(-IY(p - !)! 
(4p + I)p! 

(0 if n;t. p), 

S,,(n, Jil = (1/~ - 1)1Q2n(1/0)(n + p - !)! 
An (-I)"(n _ p)! (P!)2 

(5) 

Spheroidal and cylindrical solutions of LaPlace's 
equation are related by the Fourier transforms 

Go(p, z) = la'" riKo(tp/c)I2n+t(t) cos (tz/c) dt 

= M7r)!Q2n(H)P2n(~)' 

G.(p, z) = laOO t2nKO(tp/c) cos (tz/c) dt 

= (-1)2(2n)! (c/r)2n+l!7rP2n( cos 0), (6) 

Gp(p, z) = laOO r'Ko(tp/c)J2n+t(t) cos (tz/c) dt 

= (-Ir(!7r)'Q2n(1/)P2n(~)' 
Thus the nth terms of the spheroidal potentials are 

E V~~ = Go(p, z)(t7rr'(1 + r~)'P2n(jro)An, 
€ V:~ = G,(p, z)( -I)"[t7r(2n)! (4n + 1)]-1 An, (7) 

€ V;~ = Gp(p, z)( -Itct7r)-!(1/~ - 1)'P2n(1/0)A n. 

Substitution of - Ko(ta/ c)Io(tp/c)/ IoCta/ c) for 
Ko(tp/c) in G(p, z) gives the potential, when p < a, 
of the induced charges on the cylinder p = a which 
cancel V~' there. In the plane z = 0, Io(tp/c) is 
expanded in powers of p/ c and (for V~~ or V;~) 

C'I2n+t (t) or C!J2n+Ht) in powers of t. The co­
efficients Co(n, p)/ An, C.(n, p)/ An, and C,,(n, p)/ An 
of (p/C)2P are 

-(1 + r~)tp2n(jrO) ~ (c )2n+2P+2r+l 
!7r€(p !)2 ~ 2a q,r, 

- (-4)" ( C )2n+2P +l roo U2n+2PKo(U) du 
PE(P!)2 2a Jo (2n)! (2n + t)Io(u) , 

(8) 

( 2 I)tp ( ) oo (c )2n+2P+2r+l ""r - 1/0 - 2n 1/0 L - -"'"-r' 
(-Irt7rE(p !)2 r-O 2a (-1) 
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In the integral, cui a has been substituted for t so 

1> = 1'" u2n+2p+2rKo(u) du 
r 0 r! (2n + r + W Io(u) (9) 

Integration by parts simplifies the integral; thus 

1'" u2mKo(u) du 
o Io(u) 

1
'" u2m du 

= 0 (2m + I)I~(u) 
I(2m) 

2m + 1 
(10) 

Values of (m!)-2I(2m) are tabulated in Table 1. 
The potential inside the spheroid will be Vo every­
where if the coefficients of all powers of pic except 
p = 0 are zero. From (5) and (8), the N + 1 equa­
tions, one for each value of p from 0 to N, to be 
solved for An are 

N 

o~Vo = L [Sen, p) + G(n, p)], (11) 
n=O 

where o~ = 1 if p = 0, and zero if p ~ O. 

4. INTEGRATION 

The integral I(2m) of (1), tabulated in reference 2 
for n values from 0 to 37, was evaluated by numerical 
integration using Weddle's rule with intervals of O.I. 
Less than seven digits were correct in the range 
3 to 17, and only four at n = 10. The integration 
has been repeated with intervals of 0.01 from 0 to 40, 
and an accurate asyptotic formula was used for 
n > 37. The three overlapping values agree to 
eight places, so the eighth digit in Table I is probably 
correct when the first digit is one or two. It is 
possible, but not easy, to evaluate this integral 
analytically.6 The precision with which the boundary 
condition V = 0 on the cylinder surface is met 
depends entirely on the accuracy of Table I and is 
quite independent of the values of An. 

5. SOLUTION FOR CHARGE DISTRIBUTION 

Eight digits were carried through in all calcula­
tions so that no values of An which contribute less 
than 1O-8 Vo to the spheroid need be found. The 
accuracy at equator and pole and the number of 
contributing digits in An is indicated by the sum 
and the individual terms in the formulas 

eo 

V,. = L [Sen, p) + G(n, p)](Polc)2P
, (12) 

'" ( -IYp! (ZO)2P 
Vpo = ~ [S(n,p) + G(n,p)] (p _ !)! C ' (13) 

where Po is the equatorial semiaxis and Zo the polar 
semiaxis. Large spheroids require more An values. 

6 G. N. Watson, Proc. Roy. Soc. (London) A130, 29 (1930). 

Charge densities for pola values of 0.1, 0.2, 0.3, 
0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 0.95 were found for 
all spheroids except the prolate for which the 
distance 2c between the foci may greatly exceed 
the diameter 2a of the cylinder, so that the r summa­
tion in (8) diverges. With a 2 to 1 axial ratio, the 
solution blows up at Po = 0.7a, although Ao appears 
to be stable to five places for this value where (8) 
should still converge. Only 100 values of I(2m) 
were provided, the terms alternate in sign, and may 
exceed the sum in size; therefore more than eight 
places and more values of I (2m) should be carried. 
The following tables give the charge density co­
efficients A o, AI, .. , An of (2). The pole and equator 
errors are shown by symbols such as + 1 (6)P and 
-7(4)E which mean that the pole and equator 
potentials from (12) and (13) are 1.000001 Vo and 
0.9993 Vo. The disk has zero pole error throughout, 
but the error at the edge gets very large when 
c = 0.95a. 

TABLE II. Disk charge donsity coefficients An. 

n b = O.la n b = 0.6a n b = 0.9a 

0 0.67404096 0 0.98739140 0 1.6463610 
1 -0.00011871 1 -0.05129962 1 -0.5735855 
2 0.00000015 2 0.00324102 2 0.1684656 

+1(7)E 3 -0.00017520 3 -0.0459833 
4 0.00000904 4 0.0122054 
5 - 0 . 00000045 5 -0.0031163 

n b = 0.2a -1(8)E 6 0.0007442 
7 -0.0001599 

0 0.71656810 8 0.0000295 
1 -0.00103341 n b = 0.7a 9 -0.0000044 
2 0.00000522 10 0.0000005 

+2(8)E 0 1.1114951 -2(4)E 
1 -0.1062954 
2 0.0107524 

n b = 0.3a 3 -0.0009578 n b = 0.95a 
4 0.0000827 

0 0.76585448 5 -0.0000070 0 2.0230351 
1 - 0 . 00387960 6 0.0000006 1 -1.0931716 
2 0.00004623 -2(8)E 2 0.4665000 
3 - 0 . 00000044 3 -0.1842942 

+1(7)E 4 0.0689906 
n b = 0.8a 5 -0.0240151 

6 0.0075682 
n b = O.4a 0 1.2981660 7 -0.0020970 

1 -0.2282870 8 0.0004950 
0 0.82435971 2 0.0376865 9 -0.0000960 
1 -0.01049675 3 -0.0056167 10 0.0000146 
2 0.00023792 4 0.0008039 11 -0.0000016 
3 -0.00000439 5 -0.0001074 12 0.0000001 

+7(8)E 6 0.0000123 -3(3)E 
7 -0.0000010 

-2(6)E 
n b = 0.5a 

0 0.89597682 
1 -0.02415880 
2 0.00093811 
3 - 0 . 00003036 
4 0.00000092 

+1(7)E 
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TABLE III. Oblate spheroid: axial ratio 2 to 1; coefficients An. 

n Po = O.la 

o 0.89124399 
1 -0.00044114 
2 0.00000121 
+1(7)E -1(8)P 

n PO = 0.2a 

o 0.96690610 
1 -0.00389588 
2 0.00004354 
3 -0.00000038 
+5(8)E -3(8)P 

n Po = 0.3a 

o 1.0580652 
1 -0.0148229 
2 0.0003859 
3 - 0 . 0000080 
4 0.0000002 
+4(8)E +5(8)P 

n PO = O.4a 

o 1.1710668 
1 -0.0406189 
2 0.0019772 
3 -0.0000779 
4 0.0000028 
5 -0.0000001 
+4(8)E +5(8)P 

n po=0.5a 

o 1.3164529 
1 -0.0946855 
2 0.0077157 
3 -0.0005185 
4 0.0000326 
5 - 0 . 0000020 
+5(8)E +4(8)P 

n Po = 0.6a 

o 1.5134060 
1 -0.2039024 
2 0.0262279 
3 -0.0028433 
4 0.0002915 
5 -0.0000293 
6 0.0000029 

+1(8)E +2(8)P 

n Po = 0.7a 

o 1.8017630 
1 - 0 . 4302339 
2 0.0851600 
3 -0.0145422 
4 0.0023774 
5 -0.0003829 
6 0.0000613 
7 - 0 . 0000098 
8 0.0000015 
9 - 0 . 0000002 

+3(8)E +4(8)P 

n Po = 0.8a 

o 2.2839489 
1 -0.9517740 
2 0.2914529 
3 -0.0787566 
4 0.0205295 
5 -0.0052759 
6 0.0013452 
7 -0.0003411 
8 0.0000859 
9 -0.0000214 

10 0 . 0000052 
11 -0.0000012 
-1(8)E +0(8)P 

6. POTENTIAL 

n Po = 0.9a 

o 3.3628572 
1 -2.5608492 
2 1. 2820136 
3 -0.5759987 
4 0.2496183 
5 -0.1061917 
6 0.0446301 
7 -0.0185842 
8 0.0076715 
9 -0.0031308 

10 0.0012524 
11 -0.0004825 
12 0 . 0001738 
13 -0.0000561 
14 0.0000153 
15 -0.0000032 
16 0.0000005 
-1(6)E -3(8)P 

n Po = 0.95a 

o 4.8491544 
1 -5.3882024 
2 3.6841919 
3 -2.2675053 
4 1.3401280 
5 -0.7740432 
6 0.4401314 
7 -0.2472183 
8 0.1372507 
9 -0.0751038 

10 0.0402010 
11 -0.0207629 
12 0.0101369 
13 -0.0045533 
14 0.0018202 
15 -0.0006219 
16 0.0001725 
17 -0.0000361 
18 0.0000050 
-1(8)E +3(8)P 

The potential between spheroid and cylinder can 
be written 

'" V = €-l L Bme-km'Jo(kmP) , (14) 
m-O 

where km is chosen so that Jo(kma) = O. The Bm is 
obtained by finding the charge distribution on the 
focal disk, point or line segment which yields the 
same external potential as the given oblate, spherical, 
or prolate spheroidal distribution. This source can be 
described in cylindrical coordinates and B .. de­
termined in the usual way from the Green's function 
(reference 5, pp. 177--179). The results are, if Po is 
the equatorial radius, 

TABLE IV. Sphere charge density coefficients, An. 

n c = O.la n c = 0.6a c = 0.9a 

0 1.0953730 0 2.1028947 0 5.4049470 
1 -0.0011278 1 -0.4802449 1 -5.2715178 
2 0.0000054 2 0.0862206 2 2.9084072 
+4(8)E +2(8)P 3 -0.0123210 3 -1.3779971 

4 0.0015912 4 0.6179115 
5 -0.0001953 5 -0.2696932 

n c = 0.2a 6 0.0000233 6 0.1157088 
7 -0.0000027 7 -0.0490241 

0 1.2108599 8 0.0000003 8 0.0205694 
1 -0.0099742 +6(8)E +4(8)P 9 -0.0085640 
2 0.0001915 10 0.0035435 
3 - 0 . 0000029 11 -0.0014588 
+1(8)E +1(8)P n c=0.7a 12 0.0005981 

13 -0.0002444 
0 2.5965817 14 0.0000996 

n c = 0.3a 1 -0.9733744 15 -0.0000405 
2 0.2493095 16 0.0000164 

0 1.3536157 3 -0.0517044 17 -0.0000066 
1 -0.0376580 4 0.0098373 18 0.0000027 
2 0.0016286 5 -0.0017998 +6(8)E +2(71P 
3 -0.0000552 6 0.0003231 
4 0.0000017 7 -0.0000574 
+5(8)E +1(8)P 8 0.0000101 n c = 0.95a 

9 -0.0000018 
10 0.0000003 0 8.236134 

n c = 0.4a +2(8)E H(8)P 1 -10.829254 
2 7.829408 

0 1.5348028 3 -4. 943!l60 
1 -0.1014744 n c = 0.8a 4 2.963928 
2 0.0078308 5 -1.727846 
3 -0.0004745 0 3.4435550 6 0.988951 
4 0.0000265 1 -2.0573935 7 -0.558645 
5 -0.0000013 2 0.7528915 8 0.312483 
+4(8)E +4(8)P 3 -0.2290124 9 -0.173470 

4 0.0650554 10 0.095724 
5 -0.0179459 11 -0.052568 

n c = 0.5a 6 0.0048761 12 0.0287.53 
7 -0.0013121 13 -0.015674 

0 1.7731044 8 0.0003504 14 0.008520 
1 - 0 . 2305890 9 -0.0000930 15 -0.004620 
2 0.0280898 10 0.0000245 16 0.002499 
3 - 0 . 0026983 11 - 0 . 0000064 17 -0.001349 
4 0.0002321 12 0.0000017 18 0.000727 
5 -0.0000188 19 -0.000391 
6 0.0000015 

_2(8)E +4(8)P 
0(6)E 0(6)P 

+6(8)E +6(8)P 

(15) 

Bmp = f (2 ~2n(?))){[k+l(~m~~An) 2 , 
,,-0 7r mPO rna 1 ma] 

where Bmp is useful only when z > c. 

7. CAPACITANCE 

The capacitance between spheroid and cylinder, 
found by integration of (2) to get the total charge 
and division by the potential, depends only on the 
ratio of the equatorial radius Po to the cylinder 
radius a, on a, and on Ao. 
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TABLE V. Prolate spheroid: axial ratio 1 to 2; coefficients An. 

n Po = O.la 

O. 1 .4843771 
1 -0.0042531 
2 0.0000442 
3 - 0 . 0000004 
+3(8)E +1(8)P 

n Po = 0.2a 

o 1.6968580 
1 - 0 . 0364688 
2 0.0014053 
3 -0.0000410 
4 0.0000010 
+4(8)E +2(8)P 

n Po = 0.3a 

o 1.9648054 
1 - O. 1294283 
2 0.0100067 
3 -0.0005570 
4 0.0000244 
5 - 0 . 0000008 
+3(8)E +0(8)P 

n Po = O.4a 

o 2.3077698 
1 -0.3214858 
2 0.0386581 
3 -0.0031302 
4 0.0001743 
5 - 0 . 0000043 
6 0.0000004 
+3(7)E +1(8)P 

n PO = 0.5a 

o 2.7601823 
1 - 0 . 6680829 
2 0.1104591 
3 -0.0116244 
4 0.0007431 
5 - 0 . 0000044 
6 -0.0000052 
7 0.0000005 
+1(8)E 0(8)P 

n Po = 0.6a 

o 3.387760 
1 -1.274119 
2 0.275713 
3 -0.037899 
4 0.008455 
5 -0.000218 
6 0.000004 
-1(5)E +8(6)P 

C = 47rE,PoA o = 107c-2 
Po.1 0 , (16) 

where the velocity of light c is taken to be 299,792.5 ± 
0.3 m/sec. The uncertainty in c limits the accuracy 
of the capacitance in farads to about six places. 

The capacitance when one or both ends of the 
cylinder is closed can be found with good accuracy 
if the end is not too close to the spheroid by the 
method of reference 2. 

8. THIN PROLATE SPHEROID 

Examination of the n = 0 terms of (2) and (4) 
shows that, in unbounded space, a uniform linear 
charge of length 2c produces a potential independent 
of ~ so that all equipotentials are confocal prolate 
spheroids in which the charge occupies the axis 
between the foci. When the total charge Q is not 
zero, the potential at the line charge is infinite. 
Thus, if an infinitely thin charged conducting wire 
of length 2c is placed on the axis of a conducting 
cylinder, the potential of the induced charges on 
the wall will not disturb the uniform charge density 
and the equipotentials sufficiently near the wire 
will remain spheroidal. The potential of such a line 
charge, found by integration of the Green's function 
for a cylinder (reference 5, p. 178) is 

TABLE VI. Capacitance is C F; C X 1Olo/a is tabulated. 

pO/a Disk Oblate (2/1) Sphere Prolate (l/2) 

0.1 0.0749972 0.0991642 0.121877 0.165159 
0.2 0.159458 0.215166 0.269454 0.377602 
0.3 0.255638 0.353177 0.451830 0.655842 
0.4 0.366889 0.5211£)5 0.683079 1.027096 
0.5 0.498454 0.732375 0.986422 1.53556 
0.6 0.659173 1.010334 l.403871 2.26163 
0.7 0.865693 1.403312 2.022360 3.3740 
0.8 l.15553 2.032988 3.065176 
0.9 1.6486 3.36752 5.412431 
0.95 2.139 5.1468 8.70574 

(17) 

= _CL f J o(krp)(l - e-
k

" c~sh krz) Izl < c. (18) 
27rEC r-O (kraJl(k,a)] 

For a given focal distance 2c, the equipotentials 
given by (17) and (18) will have a greater polar-to­
equatorial axis ratio than a true spheroid because 
the negative potential of the induced charge on the 
cylinder has less influence on the high field near 
the pole than on the weaker one near the equator. 
Thus if the pole of one of these surfaces coincides 
with that of a given spheroid, the surface will lie 
entirely inside and will have a smaller capacitance 
but if the equators coincide, it will lie entirely 
outside and will have a greater capacitance This 
provides a means of getting close limitS on the 
capacitance between a thin prolate spheroid of 
equatorial radius Po and polar radius Zo and a 
coaxial cylinder of radius a when Po « a. The 
semifocal distance is c = (z~ - p~)t If insertion 
of c, Z = Zo and p = 0 in (17) gives V = VI> and 
insertion of c, z = 0 and p = Po in (18) gives V 2 , then 

(19) 

The calculation of V1 is straightforward but tedious 
because of the slow convergence of (17) for very thin 
spheroids when Zo is close to c. 

Note added in proof: In a recent article in Proc. 
Cambridge Phil. Soc. 57, 623 (1961), W. D. Collins 
solves the disk case by an integral equation method. 
He gives additional references, but no numerical 
results. 
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Quadratic Invariants of Surface Deformations and the Strain Energy 
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A conceptual theory of thin, elastic shells is developed. A general form for the strain energy is 
postulated in terms of parameters which characterize, in the sense of Euclid, the geometry of the 
shell. The strain energy permits a formal definition of generalized stresses and then a statement 
of equilibrium. The physical interpretation of the stresses is obtained from the boundary conditions. 
The energy coefficients, which are not derivable within the scope of this theory, are related to material 
constants by using classical results derived from the three-dimensional theory of elasticity. The 
result is a complete, self-contained theory of shells which can be used for prediction. The methods used 
depend on a combination of Cartesian tensors and exterior differential forrns. 

INTRODUCTION 

T HERE have been occasions in the development 
of modern physics when the existing physical 

theory failed to predict the outcome of experiments, 
and it became necessary to reformulate the physical 
laws at the foundation of the theory. Again, in a 
number of cases, the first step was to consider the 
formal requirements of the theory, and the second 
step was to postulate only the simplest formalism 
which could satisfy these requirements. Without 
any further justification, there was no a priori 
assurance that such simple laws were inherently 
more descriptive of natural phenomena than more 
complex statements. The true justification awaited 
the execution of further experiments which presented 
a p08teriori the vindication of the simple laws, 
at least to the first order of accuracy. 

There can hardly be any alternative to this 
program when the foundations of the science are 
in question. On the other hand, the situation seems 
quite different in continuum mechanics. Here the 
physical laws dealing with the equilibrium, dynam­
ics, and thermodynamics of media in familiar 
situations have never remained at variance with 
experiment, and they are accepted as the correct 
foundations for all problems of continuum mechanics. 
Ideally, every such problem is solvable by deductive 
methods starting from these laws. 

It is perhaps less appreciated than it should be 
that, even within the range of classical physics, 
progress has been made by departing from the 
deductive pattern in favor of the formal or con­
ceptual pattern described above. These situations 
occur because the deductive methods have been 
difficult to carry out. whereas the formal methods 

* Principal results were announced in a Letter; J. Aero­
space Sci. 29, 1271 (1962). 

have led to predictions which could be compared 
with experiments. The most immediate instance, 
from our standpoint, is the concept that a collection 
of atoms and molecules, themselves complex systems, 
can be regarded as a continuum. A formal con­
sequence is that a description of the displacement 
of this collection can be furnished by a continuous 
vector field. This is a potent simplification which, 
so far as the writer knows, has never been formally 
justified on the basis of any more fundamental 
theory. Yet one accepts this description on the 
pragmatic grounds that rigorously derived con­
sequences are in agreement with experiment. 

Continuing in the same vein, one could, in 
principle, develop a theory of elasticity for solid 
bodies by considering the forces between the mole­
cules of the body, or between the atoms or their 
component particles. In fact, the classical work 
of Navier (Love!) was in this spirit. To bring the 
work up to date would require a tremendous 
improvement in our knowledge of molecular forces. 
On the other hand, the presentation of the theory 
of three-dimensional elasticity is today almost 
always made on formal lines depending on the 
construction of invariants. Again it must be em­
phasized that there is no a priori proof of the 
theory. It is quite possible that a more refined 
theory of elasticity derived from the physical 
properties of atoms will show that our conceptions 
of elasticity (whether for small or large displace­
ments) are only approximate. This would not alter 
the viewpoint that the present theory of three­
dimensional elasticity is correct in a pragmatic way 
for many materials. 

1 A. E. H. Love, A Treatise on the Mathematical Theory 
of Elasticity, (Cambridge University Press, London, 1934). 
4th ed. 
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STATEMENT OF THE PROBLEM 

We find it necessary to dwell on these aspects 
of science, stressing the variety of philosophical 
attitudes according to which a theory must be 
judged, as a prelude to our discussion of the thin 
elastic shells and their displacements. The theory 
of such continua can, in principle, be subsumed 
under three-dimensional elasticity. The difficulties 
and the inconsistencies between the results of 
various scholars in this field are well known (see 
for instance, Green2

). Therefore an alternative 
method, complementing the deductive method, is 
desirable. We pose the question: If a thin shell is 
regarded as a mathematical surface S, what is the 
most general expression 5' in a class of functions, 
depending on S and on an infinitesimal displacement 
field of points on S, such that 5' is nonnegative 
valued, vanishing if and only if the displacement 
field is a Euclidean transformation? Such an expres­
sion might then represent the strain energy per unit 
area of the thin shell. 

The question is stated somewhat loosely because 
of the indefiniteness associated with the "class of 
functions". What this class should be is a matter 
of personal taste. A mathematician might favor 
as wide a class as possible. From the standpoint 
of constructing a physical theory to be compared 
with tests, it is best that the class should be as 
narrow as possible, just large enough to permit 
a non vacuous solution and large enough to contain 
functions of types expected in other comparable 
physical problems; the important point is that a 
solution will permit decisive prediction of and 
comparison with test results. 

In order to specify a class of functions, we pos­
tulate first that the function 5' should take the same 
value for two deformations which differ only by a 
Euclidean transformation. Then, if under a Eucl­
idean motion S goes into Sf, an arbitrary deformation 
of S into a final configuration can be regarded as a 
deformation from S' into the same final configura­
tion. Therefore, the function 5' should be unchanged 
under the Euclidean motion S ~ S' of the unde­
formed surface. 

It is known (Eisenhart3
) that a surface (in three 

dimensions) is completely specified up to Euclidean 
motion4 by the coefficients of its first and second 

2 A. E. Green, Proc. Roy. Soc. (London), A226, 143 (1962). 
3 L. P. Eisenhart, Intruduction To Differential Geometry, 

(Princeton University Press, Princeton New Jersey, 1947). 
'. The m?tions referred to include both proper and improper 

motlOns. Smce we are concerned only with infinitesimal 
di~placements, the Euclidean motions are proper (deter­
mmant = 1). 

fundamental forms. That is, given these coefficients, 
the equations defining the surface coordinates are 
unique except for constants where values define 
Euclidean motions of the surface. Any func\ion of 
these coordinaties which is independent of the 
constants is therefore a function (in the broad sense) 
of the coefficients of the first and second fundamental 
forms associated with the surface. When two surfaces 
are concerned, then the function must depend on 
the first and second fundamental forms of both 
surfaces, or, what is equivalent, on the first and 
second fundamental forms of the first surface and 
the differences ~aP' Kap(a, (3 = I, 2) of corresponding 
coefficients of these forms. Since these differences 
are small, we shall restrict the class of functions 
in our problem to homogeneous quadratic forms of 
€ap and K"p. The coefficients of these forms, in turn, 
are functions of the first and second fundamental 
forms of the undeformed surface S. We shall be 
interested in the case where the principal radii of 
curvature are very large./; When the radii are both 
infinite, as in the case where S is a plane, the function 
5' must certainly exist. Hence when these radii are 
large, we shall suppose that the coefficients of the 
quadratic forms can be approximated by functions 
only of the coefficients of the first fundamental 
form of S. 

At each point P of S, consider the tangent plane 
and the normal. A Cartesian coordinate system or 
frame consists of associating to each point P as 
origin, a triad of mutually orthogonal unit vectors 
of which the first two, denoted by 1 and 2, are in 
the tangent plane, and the third is directed along 
normal in such a direction that the transformation 
from the triad at P to the triad at a nearby point 
P' is properly orthogonal. We include coordinate 
systems such that the transformation from one 
triad of one system to another triad of a second sys­
tem are improper. A vector P can be decomposed in 
each coordinate system along the local unit vectors 
into tangential components u,,' a = 1, 2, and a 
normal component w. Under a change from one 
coordinate system to another, the components u" 
transform like the components of a two-vector 
under the orthogonal group whereas w is invariant; 
the matrix of coefficients of the first fundamental 
form reduces to the unit matrix. With this choice 
of axes, the function 5' depends only on the changes 
c"p and K"p in the coefficients of the first and second 
fundamental forms. 

We can now state the fundamental problem in 

6 Strictly, large in comparison with the thickness of the 
shell. 
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precise terms. Let u,,' w represent the components 
of a displacement field of the surface S. It is required 
to exhibit the most general function 5' of E,,{J and 
Ka{J satisfying the requirements 

(a) 5' is homogeneous and quadratic in E"fJ and 
Ka{J with constant coefficients; 

(b) 5' is invariant under a change in coordinate 
system; 

(c) 5' is positive definite. 
The solution of this problem will be discussed in 

the next section. For our purposes, it is necessary 
to give an explicit representation of E"iJ and K,,{J in 
terms of U a and w. Finally, in order to complete 
the theory within the scope set forth, we shall 
consider the variation in 5' induced by a variation 
in the deflection field and present the integrated 
consequences as the equations of equilibrium. 

It must be emphasized for the mathematically 
oriented reader, that the problem as stated above 
is closely related to but different from the classical 
resule which characterizes surfaces by a number 
of functions which are the coefficients of fundamental 
forms. The difference is that we ask for only one 
form of specific (second) degree in certain variables. 

INVARIANCE 

If 5'(€a{J, Ka{J) is a polynomial in EafJ and Ka{J which 
is invariant under an orthogonal transformation of 
coordinates in the tangent plane, then it remains 
invariant under the formal substitutions 

where x,,, x:, Va, y: are coordinates of four vectors 
respectively. If 5' is of degree 2 in EafJ and K"fJ, then 
5' is of degree 4 in the components of these vectors, 
but of the same degree in Xa and x: on the one hand, 
and in Ya and y ~ on the other. An invariant function 
of this type becomes, by restitution of the variables 
€a{J and KafJ, an invariant function in these variables. 
A formal construction of all polynomial functions 
of vectors is known (WeyI6). First, it is necessary 
to mention that because the orthogonal group 
includes both proper and improper rotations, then 
one must restrict the discussion only to even in­
variants (those which keep the same sign under 
improper transformations). With this restriction, all 
formal invariants can be derived by using a basis 
of all possible inner products of Xa, x:, YfJ, y~. First 
consider only those of fourth degree which depend 
on x" and x:. Then these variables must occur to 

G H. Weyl, The Classical Groups, (Princeton University 
Press, Princeton, New Jersey, 1946). p. 53. 

second degree and the only possibilities7 are 

(XaX~) (XfJX~) ~ Ea a€fJfJ· 

Similar consideration of the invariants depending 
on YfJ and y~ gives rise to the invariants KafJKfJa and 
KaaKfJfJ. The invariants which depend linearly on Xa, 
x~, YfJ, YP are of the form 

(x"x~)(ypyp) ~ EaaKfJP, 

(x"y,,)(xPy~) ~ €"pK"p, 

(x"y~)(x~YfJ) ~ €apKfJ'" 

Because of the symmetry of the tensors €,,{J and 
K,,{J, it follows that the most general quadratic 
invariant is a linear function of 

It will he shown below that, under an inversion 
of the normal to the surface, the terms €"fJ remain 
invariant whereas the terms K"fJ change sign. There­
fore a general linear function of the invariants in 
(1) must be independent of the last two. Hence 5' 
must have the form 

5' = tCFI€~" + F 2 €a{J€P" + F3K~" + F 4 /(apKpa)' (2) 

Since EaP and Kap are regarded as independent, 
5' is positive definite if and only if the two forms 

FIE!" + F2€afJE{J", 

F3K~" + F 4 K"pK{3" 

(3) 

(4) 

are positive definite. Considering first (3), choose a 
coordinate system in which €12 = €21 = O. Then 

FIE~a + F 2€a{3€fJ" = (FI + F2)eil 

+ 2FIEllE22 + (F1 + F 2)E;2' 

Since the discriminant of the quadratic in Ell, E22 is 

FI I = (FI + F2)2 - F;, 

FI + F2 

the quadratic form is positive definite if and only if 

FI + F2 ~ [F1 [ ~ O. (5) 

Similarly, considering (4), 

Fa + F4 ~ [Fa! ~ O. (6) 

Theorem 1. The most general invariant 5' satisfying 

7 The tensor summation convention is followed, i.e., a 
repeated Greek index represents summation on that index 
on the range 1,2. A repeated Latin index represents summation 
over the number of dimensions of the space. 
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conditions a-c of Sec. 2 is of the form Eq. (2) where 
the coefficients satisfy inequalities (5) and (6). 

CARTESIAN TENSORS 

We have already described, in Sec. 2, a method 
of attaching to each point P of S a local Cartesian 
coordinate system such that two axes 1 and 2 
are in the plane, tangent to S at P, and the third 
axis 3 is normal. Any function on S which is un­
changed when the coordinate system is unchanged 
is a scalar; the normal displacement w along the 
axis 3 is an example. On the other hand, the compo­
nents U a are the components of a Cartesian vector. 
One can regard vectors as special kinds of tensors 
in the sense that a vector is a tensor of rank one. 
A tensor Ua~ of rank two, for instance, is defined 
as a set of quantities (a, (3 = 1, 2) which transform 
like ua'V~, respectively, where u c" u~ are vectors. 

From another standpoint, one may wish to regard 
Cartesian tensors as a special case of general tensors, 
special in the sense that the components of the 
metric tensor ga~ reduce to the Kronecker oa~. 

The representation of the surface geometry by means 
of general tensors, a practice which is favored by 
many researchers in shell theory, comes about by 
coordinatizing the points on S by means of a system 
of curvilinear coordinates. The local coordinate sys­
tem at a point P is then attached to the local 
oblique coordinate system defined by the curvilinear 
coordinates. In contrast, the Cartesian frames can 
be positioned arbitrarily relative to one another. 
Moreover, the Cartesian frames have the advantage 
that a double-valued (covariant, contravariant) rep­
resentation of vectors is not required. Finally, any 
tensor equation in Cartesian coordinates is, ipso 
facto, valid in curvilinear coordinates. 

Two important tensors are defined by 

Oa~ = 0, a 7'" (3, (7) 
oa{3 = 1, a = (3, 

and 
eali = 0, a = (3, 

(8) 

The use of eali is predicated upon the restriction 
of the orthogonal group to proper rotations. 

A useful vector transformation is given by 

which results in the transformation 

ui = U 2 , 
(9) 

U~ = -UI • 

Let ea , a = 1, 2, represent unit vectors directed 
along axes 1 and 2 of the local coordinate system 
at P, and let e( = e g) represent the unit vector 
along axis 3, normal to the tangent plane. The 
vector PP' issuing from P to a nearby point P' on 
S may be represented by 

PP' = Wae", (10) 

where Wa are the components. At the point P', 
the corresponding unit vectors may be regarded as 
having been obtained8 by small rotations WI2 about 
axis e, W23 about e I , and W31 about axis e 2 • Each 
of the components of rotation are infinitesimals of 
the first order in the displacement along S, hence 
are representable as linear combinations of the w" 

introduced in Eq. (10). However, before ,vriting 
these relations, it is necessary to identify the 
tensorial character of the quantities Wi;. It is clear 
that W12 is an invariant; it can therefore be written 

(11) 

where J"" are components of a vector. The triad 
W23, W3I, WI2 are, in general, components of a three­
vector; however, when the transformations are 
restricted so that WI2 is a scalar, then the pair 
Wn. W31 transform like a two-vector. According to 
Eq. (9), it follows that -W31, W23 are also components 
of a two-vector. Then one can write 

(12) 

where the P"fJ are components of a tensor of rank two. 
Let 'Va be components of a vector at P and u~ 

components of another vector at the nearby point 
P'. Then u~ is said to be obtained from U a by 
parallel displacement if the quantities u~ are related 
to U a by the rotation of axes given by Eq. (11), 
i.e., if 

This may be written more compactly in the form 

(13) 

For more general u~, the difference between u~ 
and the vector represented by Eq. (13) is again a 
vector whose components are infinitesimal to the 
first order in w". First write the small changes in 

8 It is convenient to describe the general infinitesimal 
rotation of an n-dimensional Cartesian coordinate system by 
writing the change in the unit vector de. in the form de; = 
Wi;ej. The Wi; form the components of a skew symmetrical 
tensor. 
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the components u" in the form 

(14) 

Then the vector difference is 

(15) 

The components of Wa~ are zero unless a and {3 are 
different, in which case, 

according to Eq. (11). Hence w,,~ is, except for a 
multiplicative factor, equal to ea~; 

The right side of Eq. (15) can then be put into the 
form 

U"lfJW/l - wIze,,/lu/3 = Ua.~W/l, (16) 

where U"./l are the components of a tensor of rank 
two, called the derivative of U a , given by 

(17) 

Just as in the usual treatment of tensor analysis, 
one can extend the concept of differentiation to 
tensors of higher rank, first by considering tensors 
formed by multiplying components of vectors and 
defining differentiation so as to maintain the product 
rule, and then by applying the result directly to 
arbitrary tensors of the same rank. Restricting the 
discussion only to tensors of rank ~ 2, one has the 
following result: 

Theorem 2. The components of the derivative of the 
vector u" and the tensor Ua /3 are given by 

U"./3 = Ual/3 + e"/,,r/3u,,/, 

Ua/3.,,/ = Ua~I"/ + e,,,r,,,u,p + e,pr"/ua,, 

Explicitly, 

(u p) = [UIII - rlU2 UI12 - r2U2] 

a. U211 + rlu, UZI2 + rzu, 

[
Ulll' -rl(UIZ+U21) U12 1' +r,(UU- U2Z)] 

(UaP.I) = , 
U 21 11 +r,(Ull -U22) Unl l +rl(UI2+U21) 

[
Ull12 - r2(U12 + UZ') UI212 + r2(Ull - U22)] 

(U a/3.2) = 
U2112+r2(Ull -l(22) U2212+r2(UI2+U21) 

It is of interest to apply the theorem to the 
tensors 5a/3 and Ca/3' One readily finds the following 
result: 

Corollary. The tensors 5ap and E"p are constants in 
the sense that the components of the derivatives vanish. 

It is desirable to extend the notation to scalars. 
Let B be a scalar field defined on S. Write the 

change in B between points P and pI in the form 

B(P I
) - B(P) = Blaw a. 

Since this change is an invariant, it follows that 
the coefficients of Wa are components of a vector. 
To emphasize this, we write 

(18) 

DEFORMATION OF SURFACES 

Let U,,' w represent the deformation 5 of a surface 
S (in the manner described in Sec. 2) into a surface 
SI' We shall henceforth suppose the components 
to be small (more precisely, infinitesimal). Let P 
denote a point on S and PI the point on SI into 
which P is carried under 5. 

To the surface S" one can attach a system of 
local Cartesian coordinate frames in the same manner 
as for S, with axes 1 and 2 in the tangent plane. 
One can think of the deformation as inducing a 
rigid-body motion of the coordinate system initially 
at P on S into that at Pion SI' It is convenient, 
in some respects, to consider instead the Euclidean 
motion of 3-space caused by the deformation 
relative to an observer attached to coordinate frame 
originally attached to S at P. If the directions of 
the coordinate axes are reversed, then U,,' W again 
represent the coordinates of displacement. 

In general, a Euclidean motion of 3-space can be 
characterized by giving the three components 
WI, W2, Wa of the displacement of the origin, and the 
three components W13, W23, W'2, of the angular 
rotation of the axes. To emphasize the dependence 
on the deformation, we will occasionally display 
the deformation as an argument. Thus, 

(w,(5), w2(5) , w3(5» = (u" U2, w). (19) 

Introduce the notation 

(w,3(5), W23(5), wI2(5» = (P" P2, R). (20) 

The relation between two nearby points P and 
P' on S has already been discussed (Cartesian 
Tensors). The relation between the coordinate 
frames attached to P and pI, respectively, can also 
be regarded as a Euclidean motion of 3-space. 
Let d represent the motion induced by the trans­
formation P ---> P'. Write 

(WI (d), w2(d) , wa(d» = (WI' W2, 0), (21) 

(WI 3 (d) , W23(d) , w'2(d» = (QI , Q2, n). (22) 

According to Eqs. (11) and (12), 

Q" = P "fJWrM) , (23) 
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(24) 

The deformation 0 can be decomposed orthogonally 
into a displacement U a along S and a displacement 
W normal to S. Therefore the components of axis 
rotation can accordingly be written in the form 

P a = Pa~wio) + PaW3(O), 

R = r~w~(o) + rW3(O). 

Using Eq. (19), one can write 

P a = pafJUfJ + PaW, 

R = rfJufJ + rw. 

(25) 

(26) 

Consider, now from a general standpoint, a set 
of points in 3-space and a set of Cartesian frames 
(x" X2, X3), one attached to each point of the set. 
Let d represent an infinitesimal displacement field, 
and let w.(d), wij(d) represent the components of 
displacement and axis rotation at each point 
referred to the coordinate system at that point. If, 
however, one chooses a single coordinate system, 
say that attached to a point P, then the components 
of displacement at a point pI with coordinates 
x" X2, X3 can be represented by dx" dx2, dX3 and 
the differentials w.(d) and wi;(d) can be put in the 
form9 

w(x, dx) = a.(x) dx., (27) 

where ai(x) are functions of the coordinates Xi of P'. 
Expressions such as shown on the right side of 

Eq. (27) are special kinds of exterior differential 
forms. We shall give below a short introduction to 
the subject of exterior differential forms and then 
indicate its application to geometric problems of 
structure. Our notation and presentation will follow 
closely the treatment given in Cartan's book1o 

(henceforth be denoted by C). This is somewhat 
intuitive and the reader who is oriented to the 
mathematically formal treatment will find more mod­
ern presentations in other sources (e.g., Nomizull

). 

EXTERIOR DIFFERENTIAL FORMS 

The algebra of exterior forms was introduced by 
H. Grassman.'2 The subject received an impetus 
at the hands of E. Cartan'o who developed the 
theory of exterior differential forms and applied 

9 The tensor summation convention is here used to mean 
that a repeated Latin index indicates summation on the range 
1,2,3. 

'0 E. Cartan, Les Systemes Differentials et leurs Applica­
tions GeometrilJ.ues, (H.ermann & Cie., Paris, 1945). 

11 K. N omlZU, Lze Groups and Differential Geometry 
(Mathematical Society of Japan, 1956). ' 

12 H. Grassman, Ausdehnungslehre (Leipzig, 1862). 

it to geometry. One may describe one kind of 
contribution which the theory of exterior differential 
forms has provided as a generalization of the 
principal theorem of integral calculus. Such general­
izations already have existed in the form of Gauss' 
Green's, and Stokes' theorems. The theory of 
exterior differential forms (edf) however, brings all 
of these together in a unified form. In a certain 
sense, one may regard this only as an improvement 
in notation; however, the use of this tool affords 
a sharper prespective of the essential geometric 
aspects of the problem. 

Consider a rectangular space in n dimensions 
with coordinates x" ... , xn • An edf of zero rank 
(or degree) is simply a function of the coordinates. 
An edf of rank 1 is a linear combination of dx ... I, , 

dXn with coefficients which are functions of XI ••• x , ,n-

Rank 0: f(x" '" ,xn), 

Rank 1: L f.(x) dXi' (28) 
• 

A differential of rank two is defined by: 

Rank 2: ~ !.;(x) ISdX i Sdx;1 ' (29) 
'" ox, ox; 

where (dx" ... , dxn ) and (ox l , ••• , oXn ) are two 
independent differential vectors. One can proceed to 
define differentials up to and including rank n. 
Since our application is concerned only with n = 2 
the above definitions suffice. ' 

Two e.df's of the same rank are equal if, regarded 
as functIOns of the independent variables x .. , " , 
Xn , dXI, '" , dxn , ox" '" , oxn , etc., they are iden-
tica~ly equal. It is therefore often not necessary 
to dIsplay the symbols d, 0, ... of the displacements, 
and one can write expression (29) for instance . " 
III the form (reference 7) 

!.;[dXi dx;l· 

Two edf's of the same rank can be added by 
adding corresponding coefficients as, for instance, 

f,,[dx, dx;l + g.;[dx. dx;l 

= (fii + g.;)[dx. dx;l· (30) 

Exterior multiplication of any two edf's IS rep­
resented by brackets as, for instance, 

[A(x) f.;[dx. dx;]] = Af.;[dx. dx;], 

[a. dx. b; dx,.l = a.b,.[dx. dx,.l. (31) 

Exterior differentiation is defined as follows for 
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forms of degrees zero, one, and two, respectively, 

d(a,(x) dx;) 

d(a;;[dx, dx;]) 

aa 
da(x) = -a dXi' Xi 

aa· [da, dx;] = -a • [dx; dx,], 
X; 

(32) 

(33) 

implicit in the derivation of the theorem that the 
displacements d and 0 are commutative, i.e., a point 
P displaced first by d and then by 0 is to be found 
at the same terminal position as it would have 
if displaced first by 0 and then by d. 

Theorem 7. Let u" be a vector in 2-space, and let 
[dati dx, dx;] 

aa·· = -a" [dXk dXi dXi]' 
Xk 

(34) Then 

Let R k + l be a (k + I)-dimensional region in the 
rectangular space with boundary R~+l' Then for 
suitable definition of the integrals, one has the 
following generalization of the fundamental theorem 
of integral calculus: 

Theorem 2(C, p.40). If W is an edf of degree Ie, then 

f dw = f dw. 
Rk+l R'k+l 

Additional theorems useful for our purpose are: 

Theorem 3 (C, p. 35). The exterior differential of 
the exterior product of two edt's WI and W2 of ranles 
p and q, respectively, is 

d(WI (2) = [dWI W2] + (-IY[wl dW2]' 

Theorem 4 (C, p. 37). The exterior differential of 
the exterior differential of a differential form is zero. 

Theorem 5 (C, p. 38). Given an edf of degree Ie 
whose exterior differential is zero in a neighborhood 
of space, there exists an edt of degree Ie - 1 in this 
region whose exterior differential coincides with the 
given edf. 

The application of edf's to geometrical problems 
has been discussed by Cartan (C. Chap. VII). 
He derived the equations of structure connecting the 
six edf's WI, W2, W3, W23, W31, WI2 which characterize the 
displacements and angular rotations of a set of 
Cartesian frames in 3-space. 

Theorem 6 (C, pp. 122-123). A necessary and 
sufficient condition that the forms Wi and Wi; represent 
the components of displacement and rotation is 

dWi = [Wii Wi], 

It should be noted that there are two independent 
displacements involved in these equations because 
the edf's on the right side are of rank two. One 
displacement is represented by the symbol d. A 
second 0, not explicit, should be understood as an 
argument of the edf's Wi and Wi;. Moreover, it is 

dw = u",p[wp w,,]. 

The result follows by applying the rules for exterior 
differentiation to w. By Theorem 3 and Theorem 6, 

dw = [du" w,,] + [u" dw,,], 

= [U"IPWp w,,] + u"[w,,p wp]. 

But 

Substituting this expression and distributing the 
result, 

dw = U"IP[Wp w,,] + e"pr,),u,,[w,), wp], 

= U"IP[Wp w,,] + e')'"rpu')'[wp w"j, 

using Eq. (17). This demonstrates the Theorem. 
Corollary. If w is a scalar with gradient w" == Wi '" 

then W",p = Wp, ". 
Form the edf dw 

dw = W"W". 

The exterior differential of dw vanishes according 
to Theorem 4. Therefore, from Theorem 7, 

W I • 2 - W2 ,1 = 0, 

which proves the Corollary. 

DEFORMATION TENSORS 

Consider a Cartesian frame XI, X2, X3 in 3-space. 
Let d and 0 represent two infinitesimal displacement 
fields, so that under d and 0, respectively, 

d: Xi -7 Xi + dxi , 

0: Xi -7 Xi + OX i • 

Under 0, the point with coordinates Xi + dx. IS 

transformed to a point with coordinates 

(X. + dx,) + O(Xi + dx.) 

= Xi + dx. + ox. + 0 dx., (35) 

which defines odx,. Similarly, under d, the point with 
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coordinates Xi + OXi is transformed into one with the form 
coordinates 

(41) 
(X; + ox,) + d(x; + ox,) 

= Xi + OX, + dx, + d OXi. (36) 

The two points represented by Eqs. (35) and (36) 
are the same, i.e., 0 and d commute, if and only if 

d ox; = 0 dx i. (37) 

Let f be a function of Xi. Introduce the difference 
operator ~o, associated with the displacement 0, 
and define this operator acting on the scalar function 
f(Xi) as follows: 

~of = f(x; + ox;) - f(Xi) = (at/ax;) OX;. (38) 

Define the operator acting on the edf of rank one, 

wed) = a,(x) dXi, 

according to the formula 

~ow(d) = a.(x + ox)(dx; + 0 dx,) - ai(x) dx;, 

= (aa./ax;) OX; dx; + a; 0 dx i • (39) 

The definition can be extended to edf's of higher 
rank but this is not necessary for our purpose. 

Interchanging d and 0 in Eq. (39) and subtracting 
the two resulting equations, one finds 

~;w(d) - ~dW(O) = (aa./ax,)(ox; dX i - dx; OXi) 

+ Oi(O dx; - d ox;). (40) 

N ow suppose the displacement fields d and 0 to be 
commutative. Then the right side of Eq. (40) can 
be identified, according to Eq. (33), as the exterior 
differential of the edf w. Therefore one has the result 

Theorem 8. The exterior differential of an edf of 
rank one can be expressed as the difference between 
two difference operators, i.e., 

dwe 0) = ~dW( 0) - ~ow(d). 

Theorem 8 is the principal tool by which we will 
describe the properties of a surface 8 1 obtained by 
deformation 0 from a given surface 8. Let d represent 
an infinitesimal displacement field of 8 into itself. 
Suppose under d, the point P is carried into pI, 
and suppose, under the deformation 0, P and P' 
are carried into PI and Pi, respectively, of 8 1• 

Then define d on 8 1 to be the displacement field 
PI ~ Pi. With this definition, d and 0 commute. 
Now consider an edf wed) of rank 1, associated with 
the displacement field d, and defined for points 
on both 8 and 8 1 • Then the change in wed) under 
~ will be expressible, according to Theorem 7, in 

We shall next apply this result to the components 
of displacement Wi and the components of rotation 
Wi;. In each case, it will be conveneint to use the 
equations of structure (Theorem 6) in order to 
simplify the second term on the right side of Eq. (41). 

First consider w3(d). This differential vanishes 
both on 8 and on the deformed surface 8 1• Hence, 

(42) 

Next consider the first term on the right side of 
Eq. (41). This is a difference operator under the 
displacement d applied to 

W3(0) == w. 

Therefore, 

~dWsCO) = ~iw), 

= W~wli. (43) 

The second term on the right side of Eq. (41) 
can be first simplified using the appropriate equation 
of structure from Theorem 6. The exterior differential 
of W3(O) is 

dW3( 0) = [W31 WI] + [W32 W2], 

= !W31(d) Wl(d)! + !W32(d) W2(d)!. 

W31 (0) WI (0) iW32( 0) W2( 0) 

The quantities appearing on the right side can be 
expressed in terms of the notation, introduced in 
Eqs. (19)-(26), which is more suitable for two­
dimensional tensor terminology: 

dW3(0) = i- Q
l W11 + !-Q2 W2! ' 

I-PI U1 -P2 U2 

_!-Pl~WIi WI! + !-P2IiWIi W2! 
- -PlIiUIi - PIW U1 -P2{iUIi - P2W U2 ' 

The sum of the last two terms on the right vanishes 
because the matrix PaP is symmetric (e, p. 126). 
Hence, 

(44) 

Substituting the results of Eqs. (42)-(44) into 
Eq. (41), one has 

o = wtJWp - PflwflW, 
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whence, comparing the coefficients of Wp, One finally finds 

({3 = 1, 2). (45) (51) 

Equation (25) may then be written, after eliminating Since 
Pp, as 

(46) 

Now apply Eq. (41) to W == WI' The first term 
on the right is 

(47) 

The second term on the right may be transformed 
using the equation of structure (Theorem 6), and 
then simplifying using Eqs. (19)-(26): 

dWI (0) = [W12 W2] + [W13 W3], 

-IW12(d) W2(d) I + IWI3(d) 

W12( 0) W2( 0) WlaC 0) 

-lrpWp W21 + IplpWp 

R U2 PlPUp + Plw 

-Rw2 + rpu~p + PlPWWp, 

-RelpWp + el-yrpu-ywp + PlPWWp, (48) 

Similar results can be obtained for W == W2. In both 
cases, substitution into the right side of Eq. (41) 
gives results of the form 

a, (3 = 1,2, 

where, using the notation of tensor derivatives 

(52) 

the tensor €ap describes to first order the change 
of the first fundamental form under the deformation 
S ~ SI' In a similar way, the equation for SI which 
is equivalent to Eq. (23) for S, can be put in the form 

(53) 

The tensor Kap describes the change in the second 
fundamental form under the deformation S ~ SI' 

In order to obtain expressions for ~Qa, again 
apply Eq. (41) to W == WI3(d) = Ql: 

~dWI3(0) = ~dPI 

= Pl1pWp· 

dWI3 = [W12 W23], 

I
WI2(d) W23(d)1 

= W12( 0) W23( 0) , 

= IQ Q21, 
R P2 

= IrpWp P2pWpl' 
R P2 

= rpP ~p - P2pRwp. 

(54) 

[see Eq. (17)], Then, 

(49) 

So far, the local reference frames for the deformed 
surfaces SI have not been related to those of S. 
A small rotation of the axes 1 and 2 about a normal 
to the surface SI induces a linear transformation 
of the components 1 and 2 whose matrix differs 
from the unit matrix by a small skew-symmetric 
matrix. The corresponding matrix (€aP) is increased 
by this skew-symmetric matrix. Therefore, the axes 
1 and 2 in the local reference frame at SI can be 
so chosen that the tensor €ap is symmetric; such 
frames will be called cannoically connected to the 
reference frames of S. Then for these frames 

Therefore, using Eq. (26), one finds, for Rand rw, 

R = raUa + rw = -t(U1,2 - U2,1) = -!eapua,p. (50) 

~8QI = Pl1pWp - rpp~p + P2pRwiJ' 

~8QI = (pu + e1 -yp-yiJR)wiJ· (55) 

The tensor derivative P a.p can be expressed in 
terms of the displacements U a and w, using Eq. (46): 

Substitute into Eq. (55), and then find 

+ Wa,p + ea-yp-ypR)wp, 

Substitute both this result and the expression for 
Wa + ~wa shown in Eq. (52) into Eq. (53). The 
first-order terms (in w a ) cancel and the terms 
bilinear in Wa and Ua can be retained. Comparing 
coefficients of W a , one finds the desired expressions 
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for K"p: 

K"p = Pa.",.pU", + R(e"",p",p + ep",p",,,) 

+ w".P + p"",p",pw. (56) 

The tensor K"p is symmetric in the indices a and {3. 

The symmetry of the first term follows from the 
symmetry 

(57) 

which will be proved later (Theorem 10). The 
symmetry of the second and fourth terms follows 
by inspection. The symmetry of the third term is 
a consequence of Theorem 7. 

We can now consider the question of inversion 
of the normal (axis 3) of the local reference frame. 
The significance of the inversion was raised in Sec. 3 
where it was stated without proof that E"p is invar­
iant whereas Kap changes sign. Note first that the 
components of the tensor u" are unchanged whereas 
w changes sign; the components P"fJ change sign 
whereas the components r" are unchanged. Hence 
the components E"p shown in Eq. (49) are unchanged, 
and the components of Kap shown in Eq. (56) 
change sign. 

Theorem 9. In a canonically connected set of reference 
frames, the changes E"p and Kap in the first and second 
fundamental forms, respectively, associated with the 
deformation a: (u", w) are given to first order by 
Eqs. (51) and (56). The tensor EaP is symmetric and 
unchanged under inversion of the normal axis; the 
tensor K"p is symmetric and changes sign under 
inversion. 

The tensors E"p and K"fJ are called the strain tensors. 

VIRTUAL DEFORMATIONS 

Let 5' represent the strain energy per unit area 
of an infinitesimally thin shell which is deformed 
under an external load. Suppose 5' has the form 
given in Eq. (2), or, what is equivalent, 

5' = Hfllaa + fz leafJl + f3K~a + f4 IK"pl)· (58) 

The coefficients f, are related to the Fi in Eq. (2) 
according to the equations 

fl = Fl + F2 , f2 = -2F2' 

f3 = F3 + F., f 4 -2F4' (59) 

Fl = fl + H2, F2 = -Hz, 
F3 = f3 + !i4, F4 = -!i •. (60) 

Regard 5' as a function of the independent vari­
ables Eap and KaP. Introduce the symmetric tensors 

(61) 

The tensors E,,{3, Kap, S"p, and maP are linear functions 
of the displacement vector (u", w); to show this 
functional dependence, we shall write E"p(U), Kap(U), 
saP(u), and m"p(u). 

When (u a, w) is replaced by (u a + aUa, w + aw), 
then Eap and Ka{3 are changed accordingly. The 
change a5' in 5' can be written, to first order in 
aUa and aw, in the form 

a5' = Sa{3(u)eaP(au) + maP(U)Kap(au). (62) 

The first term on the right can be transformed by 
substituting from Eq. (51) and noting that SaB is 
symmetric; 

(63) 

Similarly, the second term on the right becomes, 
using Eqs. (50) and (56), 

maP(u)K"fJ(au) = mafJPa",.P au", + m"p awa.p 

+ mapPa",P",p aw - AeafJ aUa .P, (64) 

where 

EQUATIONS OF EQUILIBRIUM 

The analysis of this section is devoted to finding 
an expression for the integral of a5' over a portion 
of the surface S bounded by a contour L. Let l 
denote the coordinate along L, equal to the arc 
length from some fixed point when the contour is 
traversed in the sense for which Theorem 2 is 
applicable. 13 At each point of L, regard this positive 
sense as the direction of axis 2 of a Cartesian 2 frame, 
and construct axis 1 in the plane, tangent to S 
at that point, so that the axes 1 and 2 are coherent 
with axes in the interior of L. 

In order to carry out the integration, we will 
start by forming the exterior differential of an edf, 
and then identify the result with some of the terms 
in Eqs. (63) and (64). Using Theorem 7, consider 
the edf 

d( auasapCp",w",) = (auasafJep",).. [WI W'" J. (66) 

Since e{3-y is constant under the operation of tensor 
differentiation, it may be taken outside the paren­
thesis. Also, for /" a = 1, 2, 

[w. w",J = e.-,[wl wzJ. 

13 Otherwise there is a difference in sign. 
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Therefore, the edf [Eq. (66)J can be put in the form 

d(ou"s"pep,,(w'Y) = (ou"s"p) .• efhe6"( [WI W2], 

(ou"s "p) . 0 op. [WI W2], 

W2 = dl. (75) 

Instead of the subscripts 1 and 2 to represent axes 
normal and tangent to the contour, respectively, 
we shall now use subscripts nand l, respectively. 

= (ou"s"p).p[WI wzJ. 

The tensor differentiation can be distributed: 

(67) Then the following changes in notations must be 
made: 

(68) 

Combining Eqs. (67) and (68), and rearranging 
terms, one finds 

s"p Ou" .p[WI W2J 

= -S"'P.P OU'" [WI W2J + d(s",pep'Y OU"'W'Y)' (69) 

In a similar fashion, 

= -M" OW,,[WI W2J + d(m",pep'Y oW"'w), 

where the vector M a is defined by 

Also, 

M a OWa[WI W2J 

(70) 

(71) 

(OUI' oUz) -c> (oun, OUI), 

(OWl' OW2) -c> (own) oW I) , 

(saP) -c> [Snn snlJ, 
Sin Sll 

( ) 
[

mnn mnlj map -c> , 

min mil 
(76) 

and so forth. Then applying Theorem 2 to the 
integrals of the exact edf on the right side of Eq. (69), 

Since WI = 0 by Eq. (75), then the only nonzero 
contribution to the integrand is for f3 = 1, 'Y = 2. 
Changing to the notation described in (76), 

= -M a.a OW[WI W2] + d(M aeap owwp). 

Substituting this result in Eq. (70), one finds 

(72) is d(sapep'Y ouaw'Y) = i (snn OUn + Sin OUI) dl. (77) 

map oW",.p[WI W2] = M a.a OW[WI W2] 

+ d(mapep'Y OWaw'Y - M "ea{J oww{J). (73) 

In Eq. (69), replace Sap by Aeap. Then, 

-A.peaP OUa[WI w21 - d(A oU"'w a), (74) 

[The quantity A.p represents the gradient of the 
scalar A. The use of the comma, which differs from 
the usage defined in Eq. (18), is in order to distin­
guish from the symbols Ail introduced below in 
Sec. 10.] 

The terms within parentheses on the right sides 
of Eqs. (69) and (72) are invariants. The integral 
over the surface S of the differentials reduces, 
according to Theorem 2, to the integral of these 
invariant differentials on the contour L. In order 
to carry out the integration conveniently, first 
evaluate the invariants in the coordinate system, 
described above, based on the tangent to the 
curve L. In this coordinate system, an element of 
arc dt has components 

In a similar fashion, transform the integral of 
the exact differential on the right side of Eq. (73): 

(78) 

The middle term on the right is then transformed 
by integrating by parts around the closed contour L: 

L min OWl dl = L min :l OW dl, 

-i (~l min) OW dl. (79) 

Substituting this into Eq. (78), 

Is d(mar;er;'Y OWaW., - M "ear; owwp) 

= L {mnn OWn - (~l min + Mn) OW} dl. (80) 

Transform the integral of the exact differential 
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on the right side of Eq. (74): 

Is d(A Ouaw,,) = L A Ou"W" , 

= LA OUI dl. (Sl) 

Multiply Eq. (62) through by [WIW2] and integrate 
over S. Use Eqs. (63) and (64) to express the 
integrand in terms of oU a and ow: 

+ paoy,{Jm,,{J oUoy + ma{J oWa,{J 

+ p"oyP'Y{Jm"fi ow - Ae"{J oU",lll [WI W2]' (S2) 

Use Eqs. (69) and (77) to transform the first term 
in the integrand on the right: 

J' Sa{J OU"AWI W2] = - f Sa{J,{J OUa[WI W2] 
R S 

+ L (snn OUn + SIn OUI) dl, (S3) 

Use Eqs. (73) and (SO) to transform the fourth 
term in the integrand of Eq. (S2): 

J~ ma{J OW",Il[WI W2] = Is M a,,, OW[WI W2] 

+ L {m.m OWn - (~l mIn + Mn) ow} dl. (S4) 

Use Eqs. (74) and (Sl) to transform the last term 
in the integrand of Eq. (S2): 

f~ Ae"{J OU" ,1l[W1 W2] 

= - Is A ,/lea/l OUa [WI W2] - L A OUI dl. (S5) 

The result of these transformations on Eq. (S2) need 
not be shown explicitly for our purpose. 

Now suppose the shell loaded on the surface and 
boundary. Let (X a, Z) denote the components of 
surface loading; let (Sn, 131) denote 14 the components 
of force per unit length applied to the boundary 
in the tangent plane, let 13 denote the component 
of force per unit length applied normal to the 
tangent plane; let Q denote applied moment per 
unit length of boundary, positive in the direction 
of rotation indicated by positive normal derivative 
dw/dn. Then, under a virtual displacement (ou a, ow), 

14 Note that the single subscript suffices to distinguish the 
externally applied lineal stress from the formally defined 
tensor 8"S' 

the work done by these externally applied forces is 

Is (X a OU a + Z OW)[W1 W2] 

+ L (Sn OUnn + 81 OU I + S OW + Q OWn) dl. (S6) 

When the virtual displacements take place from 
the equilibrium position established under the 
loading, the theorem of virtual work states that 
the contribution due to Eq. (S6) equals the internal 
strain energy [Eq. (S2) 1 for arbitrary virtual displace­
ments. Allow the virtual displacements to take place 
first in the interior of the contour L. Then the 
contributions of the surface integrals must be 
separately equal; therefore the contributions of the 
contour integrals must also be equal. Moreover, 
since the components oUa and ow are independent 
within the contour, corresponding coefficients must 
be separately equal. Comparing these coefficients 
between Eqs. (82), as modified by Eqs. (83)-(85), 
and Eq. (86), one arrives at the field equations 

Xa = -Sa{J,{J + p-r",{Jmoy{J + e,,{JA,{J, (S7) 

Z = M",,, - papsap + PaoyP-r/lmall' (S8) 

On the contour L, suppose that the virtual de­
formations oUn, OUl, ow, and ow" are independent.15 

Making a comparison of coefficients, one finds 

Sl = Sin + A, 

S = -(d/dl)m1n - M n , 

A PHYSICAL INTERPRETATION 

(89) 

(90) 

(91) 

(92) 

The tensors Sail and mafi were introduced only 
formally in the previous section. One may interpret 
these tensors physically by referring to Eqs. (89)­
(92) which, in effect, identify them with the external 
stresses imposed by the environment. Thus, Eq. (89) 
shows that one component of the tensor Sail in 
the (n, l) coordinate system is equal to the externally 
applied lineal normal stress. Hence we identify Sap 
as the components of lineal stress '6 within the 
shell surface S. In the same way, from Eq. (92), 
the externally applied lineal moment Q is seen 
to be equal to one component of the tensor maP' 

15 To the degree that the shell is constrained, the boundary 
conditions are geometric rather than physical. We leave to 
the reader the description of the intermediate cases. 

16 It follows, however, from Eq, (90), that 812 is not the 
lineal shear stress but differs from it by the quantity A. 
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We therefore identify the tensor mafJ as the lineal 
bending moment within the shell surface S. 

SPECIALIZATION TO PRINCIPAL COORDINATES 

Curvilinear coordinates aI, a2 on S are orthogonal 
if, for an infinitesimal displacement WI, W2 along 
the surface, the corresponding change in afJ, (3 = 1,2, 
is given by 

(93) 

where AfJ is a function of aI, a2. Any edf of rank 
unity can be regarded as an edf of the independent 
variables afJ. Thus, 

the formulas of Theorem 2 can be rewritten replacing 
the subscripts by operators: 

/1-7()', /2-7()". (102) 

In particular, when the formulas are applied to 
the tensor Pafl and the coordinates are principal, 
then one finds 

(103) 

W = UfJWfJ, 

= AfJufJ dafJ· 

Form the differential and apply Theorem 7: 

It follows that PafJ.')' is symmetric under inter­
(94) change of any two subscripts, hence is a completely 

symmetric tensor. This property subsists under a 
transformation of coordinates. Hence, 

UfJ.'Y[w,), WfJ] = d(AfJufJdafJ), 

= [a(AfJufJ)/aa')'][da'Y dafJ]· 

Restore WfJ and w')' by substitution in the right side 
from Eq. (93), and equate the coefficients of [wflw'Yl: 

e'YfJufJ.'Y = e'YfJ[a(AfJufJ)/aa'Y]' 

Replace UfJ by efJ')'u'Y' After simplification, one finds 

U = _1_ 2: a(AfJuy ). 

,),.'Y AIA2 (fJ.')') aa'Y 
(95) 

where the summation is on ({3, 'Y) = (1,2), (2, 1). 
One can find, by forming the differential of both 

sides of Eq. (93) and applying Theorem 6, a relation 
between rfJ and the quantities AfJ. For brevity, 
introduce the notation 

1 a 
( )' = -- (), 

Aloal 

1 a 
( )" = - - ( ). 

A2 aa2 
(96) 

Then the formulas for r l and r2 are 

(97) 

The orthogonal coordinates are principal if 

P'2 = P21 = O. (98) 

The absolute values of Pu and P22 are then the 
principal curvatures. The Gauss-Codazzi equations 
take the form 

(AIPll)" = P22Af, (99) 

(A2Pa2)' = PIlA~, (100) 

PnP22 = - A~'(Af')" - A;'(A~)'. (101) 

The components of a tensor derivative can be 
expressed in terms of the quantities AfJ. For instance, 

Theorem 10. The tensor PafJ.')' is symmetric under 
any permutation of the subscripts. 

The expressions for the components of strain 
tensors in principal coordinates can be found by 
substitution into Eqs. (51) and (56) in accordance 
with the discussion above. The results are (E12 = fOI' 

K'2 = K21) 

f'2 = ![uf' + u~ + rlu, - r2Uz], 

E22 = u~' + r 2u, - P22W, (104) 

Kll = pfIUI + pUUz + (w')' - rltl" + P~IW, 
_ 1 (p ) ( " ') + 1 [p" + ' ] KI2 - 2" 11 - P22 UI - U2 2" nUl P22Uz 

+ H(w')" + (w")'] + ![rlw' - r 2w"], 

K22 = P~2UI + p~~Uz + (w")" + raw' + P~2W, (105) 

The strain energy e per unit area is put in the form 

where 
E is Young's modulus, h is the half-thickness of the 

shell, and F I, ... , F4 are nondimensional, material 
constants. Define the stress SafJ and the bending 
moment tensor mafJ as in Eq. (61) but with (J' 

replaced bye. Then, 

SafJ = Eh(FI€'Y,), oafJ + F2f afJ), (107) 

ma{J = Eh3(F3Kn oa{J + F4Kafl). (108) 

The equations of equilibrium (87) and (88) 
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become, in principal coordinates, 

+ pffmu + 2p~2mI2 + p~~m22 - A', 

Z = M: + r2MI + M~' - rIM 2 + p~ImU 
+ p~2m22 - (pusu + P2~22)' (109) 

The auxiliary functions A, M I , and M2 defined in 
Eqs. (65) and (71) are now given by 

The boundary conditions at a completely un­
constrained edge are again given by Eqs. (89)-(92). 

When the surface S has positive Gauss curvature, 
then it is convenient to choose the third axis of 
the local Cartesian frame in the direction toward 
the concave side of the surface. In this frame, both 
PI 1 and P22 are positive and one can write 

Pu = l/R I , (111) 

where RI and R2 are the principal radii of curvature. 
When the Gauss curvature is zero, then a similar 
choice of normal axis can be made so that 

pu = l/RI' P22 = o. (112) 

On the other hand, when the Gauss curvature IS 

negative, one can choose the normal axis so that 

(113) 

where RI and R2 are positive. 

PHYSICAL CONSTANTS 

The theory so obtained is complete except in one 
detail-the identification of the physical constants 
F I , '" , F4 which appear in Eqs. (106)-(108). 
These constants could conceivably be obtained by 
experiment; however, it is more satisfactory for 
completing the theory to obtain them by connecting 
the theory derived above with the classical three 
dimensional theory of small strains. 

The theory of thin plates has been investigated 
from the standpoint of the three-dimensional theory, 
and expressions have been derived for the strain 
energy in stretching and bending (Reference 1, pp. 
469,503). These are of the same forms, up to princi­
pal orders of thickness, as Eq. (58) except for a 
factor Eh. Making the comparison, one finds 

2 12 = 
4 11 = -1--2, -1 + p' -p 

2 1 
f4 = 

2 2 
(114) f3 = 3 1 _ p2 , -3 1 + p' 

The quantity p is Poisson's ratio. Solving for the 
constants F I , '" , F4 according to Eq. (60), one 
has, for Eq. (106), 

2p 
FI = -1--2' 

-p 

2 P 
F3 = 3 1 - l ' 

2 
F2 = 1 + p , 

2 1 F = ---. 
4 31 + p 

(115) 

It is not the intention here to state that the 
demonstration of these expressions is completely 
satisfactory. We believe that an analysis independent 
of Love's work would be desirable. This aspect of 
the theory, together with an analysis of the limita­
tions of our results, will be developed in a subsequent 
paper. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 4. NUMBER 6 JUNE 1963 

Statistical Behavior of Linear Systems with 
Randomly Varying Parameters 

M. A. LEIBOWITZ* 

International Business Machines Corporation, Thomas J. Watson Research Center, 
Yorktown Heights, New York 
(Received 11 October 1962) 

We consider an nth-order system of ordinary linear differential equations whose coefficients are 
random functions of the time. In particular, we discuss the case where each of these coefficients is a 
random noise. A differential equation for the probability distribution of the solutions of the random 
D. E. is derived and from this the moments can be calculated. Special attention is given to the case 
of Gaussian noise but the treatment is applicable to any type of noise. Finally, various conditions 
for stability are discussed. 

INTRODUCTION 

THE statistical properties of linear systems sub­
ject to random external forces has been ex­

tensively treated.1 There are, however, relatively 
few discussions available of the case where the 
parameters characterizing the linear systems them­
selves are random functions of the time.2 Such a 
system, with n degrees of freedom, may be described 
analytically by a set of ordinary differential equa­
tions: 

dx· ~ 
dt' = ~ [ci;(t) + ri;(t)]x;. (1) 

The Cij(t) are known (i.e. deterministic) functions 
and the r.;(t) are random functions. The diffi9ulty 
in treating a set of equations such as (1) is that 
notwithstanding their linearity, the solutions de­
pend in a nonlinear way on the coefficients. Indeed, 
for the simple first-order equation, x(t) = Xo exp 
[n (c(t) + ret)) dt], while for higher-order equations 
this dependence cannot even be explicitly repre­
sented, at least in a closed form. 

A consequence of this fact is that the statistics 
of the solutions of (1) are not related in any simple 
way to those of the random functions ri;(t). This is 
in contrast to the apparently similar set: 

dXi _ n 

dt - t; Cii(t)Xi + r.(t). (2) 

For the system (2) a knowledge of all the kth and 
preceding moments of ri(t) is sufficient to determine 
the kth moments of Xi(t). 

Thus, it is necessary in order to find, say, the 
moments of the solutions of Eq. (1) to specify the 

* Present address: Bellcomm Inc., Washington, D. C. 
1 For example, J. Laning and R. Batten, Random Processes 

in Automatic Control (McGraw-Hill Book Company, Inc., 
New York, 1956). 

2 J. P. Samuels, J. Acoust. Soc. Am, 32, 594 (1960). 

random process governing ri;(t) in far more detail 
than is required for the case of (2). In this paper we 
assume that each ri;(t) is a random (white) noise, 
though no restriction will be made on the type of 
noise (e.g. it need not be Gaussian or stationary). 
This assumption will allow us to obtain a differential 
equation for the probability density of the solutions 
Xi; and from this, systems of ordinary linear dif­
ferential equations for the moments can be derived. 
It should be noted that the average solution (Xi) 
does not coincide with the solution of the average 
equation; i.e., the equation obtained by setting 
ri;(t) = (ri;(t). 

Finally, we will define and derive some conditions 
for the stability of solutions of Eq. (1). It is shown 
(as may be expected) that Gaussian noise coefficients 
act as destabilizing influences rather than as sta­
bilizing ones. 

1. THE CASE OF A FIRST-ORDER SYSTEM 

Consider first the simplest case 

dx/dt = r(t)x, (3) 

where ret) is a stationary shot noise.3 Such a noise is 
composed of a series of identical impUlses of very 
short duration occurring at random times. Ana­
lytically, ret) may be represented in an idealized 
form by a sum of delta functions: 

ret) = S o(t - t1) + S oCt - t2) + 
+ S oCt - tn) + ... , (4) 

where the strength S is the integral of ret) over a 
single impUlse, and the distribution of the random 
times t1 , t2 , •• , at which impulses occur, is charac­
terized by specifying that the probability of an im-

8 Reference 1, p. 147. 
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pulse in a time dt is X dt. X is thus the rate at which 
impulses appear. 

Let us find the change in x due to an impulse. 

Hence, 

Np(x, t + dt) dx - Np(x, t) dx 

= XNp(xe- s , t)e- S dx dt - XNp(x, t) dx dt, If ta , tb (t. > tb) denote two times between which 
only one impulse takes place, say at time t*, then 

or 
on solving Eq. (2), we have 

x. = Xb exp [r a 

ret) dt] 

= Xb exp [ S r" o(t - t*) dtJ ' 

where Xb and x. are the values of x before and after 
an impulse, respectively. Hence, 

(5) 

Equation (5) is fundamental for what follows. It 
is of considerable interest to observe that it cannot 
be obtained by simply integrating both sides of 
(3) over the interval [tb, tal and replacing ret) by 
S oCt - t*). For then we would have 

x. - Xb = I!' r(t)x(t) dt = S 1'· oCt - t*)x(t) dt 
t. tb 

= Sx(t*). 

But x(t*), the value of x while an impulse is oc­
curring, has no unambiguous meaning since during 
an impulse, x is varying rapidly between Xa and Xb. 
This follows from the fact that the derivative 
dx/dt = r(t)x is very large during an impulse. In 
particular, it is not permissible to write x(t*) = Xb, 
since this gives Xa = (1 + S)Xb instead of the correct 
Eq. (5). The significance of this last remark will be 
apparent when the case of Gaussian noise is con­
sidered. 

Now at any time t, let x(t) be distributed according 
to the probability density p(x, t). We will derive 
an equation describing how p(x, t) changes with 
time. To do so, it ,,,ill be convenient to adopt the 
following point of view: We assume that there are 
a large number N of particles on a line, all having 
the same equation of motion, namely (3), and such 
that the number of particles in the small interval 
(x, x + dx) at time t, is just Np(x, t) dx. During the 
subsequent short time dt, XN p(x, t) dx dt particles 
will leave the interval (x, x + dx) due to an impulse 
in ret) while XNp(e-Sx, t)e- S dx dt particles will 
enter. To see this, recall that the probability of an 
impUlse in time dt is X dt: and furthermore that 
particles in the interval (x, x + dx) after an impulse, 
must have been in the interval (Xb, Xb + dXb) before, 
where by Eq. (5), 

-S 
Xb = e x, 

apex, t)/at = Xp(xe- S, t)e- S - Xp(x, t). (6) 

For the slightly more general equation 

dx/dt = [c + r(t)]x, (7) 

where c is a known (deterministic) constant, we 
find by an immediate extension of the argument 
leading to (6) that 

apex, t) 
at 

a[xp(x, t)] 
-c 

ax 

+ Xp(xe - s, t)e - S - Xp(x, t). (8) 

The moments (xn) of p(x, t) can be obtained easily 
by multiplying (8) by x" and integrating. We get 

d(xn)/dt = nc(xn) + X(e"S - l)(xn), (9) 

or 

(xn) = (x~) exp [nc + X(e"S - l)]t, (10) 

where (x~) is the expected value of x" at time t = O. 
The result (10) may also be found by solving 

Eq. (3) directly. Then 

x = Xo exp [ct + {r(t') dt' ] ' (11) 

and 

Now, n ret') dt' = k(t)S where k(t) is the number 
of impUlses occurring in the time t. Since impulses 
appear at random with average rate X, k(t) has a 
Poisson distribution: i.e., the probability of k(t) = j 
is e- Xt ("At)''jjl. Hence, 

< exp [n { ret') dt' J) = (enk(t)S) 

00 

= L eniSe-x'("At)i/j! = exp [Xt(enS - 1)], 
i=O 

which giveR Eq. (12) for c = o. 
The use of Eq. (6) to calculate the moments has, 

however, two advantages over solving the original 
differential equation (3) directly. First, and more 
important, it is applicable to an nth-order system 
containing shot-noise coefficients. Secondly, the case 
where c, X, and S are functions of the time can be 
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readily included. Indeed, in Eq. (6) we need only 
replace these constants by e(t), A(t), and 8Ct) with­
out making any other changes. Then, the quantities 
(x"') are given by 

(xn) = <x~) exp [{ {ne(l') + A(t')e"S (t') I dt'} (13) 

Suppose that, in Eq. (2), ret) was actually the 
sum of two independent shot noises rt(t) and r2(t) 
with impulse rates Al and A2 and strengths 8 1 and 
8 2 respectively. Then, since rl(t) and r2(t) are inde­
pendent, and noting that the probability of an im­
pulse in both rl (t) and r2 (t) during a short time dt 
is AIA2 Cdt) , and hence negligible, we find that 

apex, t) _ _ a[xp(x, t)] +" ( -s, t) -s, 
at - e ax I\IP xe , e 

+ A2P(xe- s " t)e- s , - (AI + Az)p(X, t), (14) 

which gives the equations 

(15) 

dx/dt [e + g(t)Jx. (16) 

first set A = AI, A = Az, 8 = 8 1, -8 = 8 2, in Eq. 
(14). Thus 

£1!.{3;, t) = -e a[xp(x, t)] 
at ax 

+ A[p(xe- S
, t)e- S + p(xe", t)eS

] - 2Ap(x, t). (17) 

Now expand the right-hand member of (17) in a 
power series in 8 through terms in 8 2

• We have, e.g., 
p(xe S t) ~ p(x + x(8 + !82)t) 

p(x, t) + (8 + !82)x ap~; t) 

+ !.82x 2 a2p(x~ t) + .,. 
2 ax" . 

Similarly, expanding the other terms in (17), we 
find that all terms of zero- and first-order in 8 cancel 
out, and we are left with 

~ = A82
[ + 3 ap + 2~] _ a(x1!l + 0(82

) at P x ax ax2 e ax ' 

where p = p(x, t). Hence, allowing A -? CD, 8 -? 0, 
and A8a 

-? tIl, we finally obtain the desired equation 

£1!. - -e a(xp) + .!(l[p + 3x ap + x2 aZr;] (18) 
at - ax 2 ax ax2

' 

The extension to the case where ret) is composed 
of an arbitrary number of shot noises of different 
strengths and rates is obvious. Since any type of 
noise can be regarded as the superposition of a 

or 
finite or infinite number of shot noises, the formalism 
developed here is generally applicable to a linear 
differential equation with random noise coefficients.4 

In particular let us consider the case of Gaussian 
noises get) with zero mean and let (l denote the 
power of the noise: (g(t)g(t'» = (l oCt - t'). 

Let TICt) and rz(t) be shot noises with the same 
rate A, and with strengths 8, and - 8. Then if we 
allow A to approach infinity and 8 zero, in such a 
way that A82 

-? tel, the sum rlCt) + T2 (t) tends 
to g(t).5 Intuitively, we can regard the Gaussian 
noise get) as composed of a very large number of 
very small impUlses of equal magnitude, half of 
which are positive and the other half negative. 

In order to find the probability density of the 
solutions of the equation 

4 M. S. Bartlett, An Introduction to Stochastic Processes, 
(Cambridge University Press, London, 1955), Chap. 3. Note 
that here, the integral of noise process, rather than the noise 
itself is discussed. An additive process or a process with inde­
pendent increments is then said to be a superposition of Pois­
son processes. 

5 The easiest way to show this is to prove that the charac­
teristic function of n [ri(t') + r,(t')] dt' tends to that of n get') dt' for any t, as S -> 0, A -> co, -,..2S -> !u'. But this 
follows at once on noting that (exp i o[n rl(t') + r,(t')] dt') = 
exp [A/(e' 8S - 1) + At(e/68 - 1)], and (exp ill n get') dt') = 
exp [-! a'q't]. ' 

(19) 

Equation (19) may also be found directly from 
(16). Let 

yet) = et + L get') dt'. (20) 

Then if w(y, t) is the probability density of yet), 
we have 

(21) 

and this satisfies the equation 

(22) 

Since x(t) = xoe· U
), it follows that p(x, t) = 

w(y, t) dy/dx = w(y, t)/x, a/ay = (x) a/ax, and 
from (22), 

gp - -c ~ (xp) + 10'2 ~ X a(xp) 
at - ax 2 ax ax 

-e a(xp) + .!O'2[ _ a(xp) + a2(~Zp)] (23) 
ax 2 ax a x ' 

which agrees with Eq. (19). 
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The moments, (x") may be calculated by multiply-
ing Eq. (19) by x" and integrating over x. To evaluate 

f oo n a(xp) d 
x -a- x, 

-00 x 

we integrate by parts. Thus, 

f oo x" a(xTil dx = x,,+lp loo 

-00 ax -00 

the vanishing of X"+lp at ± 00 being a consequence 
of the existence of the moments. Similarly, we find 
that 

f 
00 a2 ( 2 ) 

x" -ax r dx = n(n - 1)(xn). 
-00 x 

Hence, 

d(xn)/dt = (c + !(ln2)(x"). (24) 

We call attention to the result that even if c = 0, 
(x) does not in general vanish; indeed, except for 
the special case (xo) = 0, (x) increases exponentially 
as e!u't. This may seem surprising since (g(t» = 0; 
the reason is that get) enters into Eq. (16) in a non­
linear way. 

Equation (24) may also be derived by setting 
A = A1, A2, and S = Sl, -S2' in (15), expanding in 
powers of S, and passing to the limit AS2 = !u2

• 

Equation (19) is a special case of the Fokker­
Planck equation which plays a significant role in 
statistical physics.6 The usual derivation of the 
Fokker-Planck equation begins with the relation 

p(x, t + t.t) 

= L:p(x - t.x, t)1f;(t.x, t I x - t.x) d(t.x), (25) 

where 1/;( t.x, t.t Ix), "the transition function" is 
the probability density of the change t.x in x during 
a time t.t. (25) is valid provided that x(t) con­
stitutes a Markoff Process. This will certainly be 
the case if xCt) is generated by the random dif­
ferential equation 

dx/dt = gCt)x. (26) 

In fact, since get) is completely independent of its 
past history, the distribution of t.x = x(t+ t.t) - x(t) 
can depend only on x(t). However in finding 
1/;(t.x, t.t I x), we must caution against the following 
argument which seems to have appeared at least 

6 S. Chandrasekhar, Rev. Mod. Phys. 15, 1 (1943). 

implicitly, in a number of places.7 Namely, that if 
one integrates (26) over a very short time interval 
t.t, then 

t.x = x(t + t.t) - xU) = {+llt g(t')x dt' 

f
t + ll ' 

~ xCt) t gU') dt'. (27) 

Hence for sufficiently small t.t, t.x has approximately 
the mean zero and variance 

Using this in (25), expanding in powers of t.x, 
and passing to limit t.t ~ 0, one is led not to the 
correct Eq. (19) (with c = 0), but rather to 

(28) 

where p = p(x, t). 
The source of the discrepancy lies in the use of the 

approximation 

f
t+A.t t+At 

x(t) t gU') dt' for f x(t')g(t') dt' in (27). 

It has been seen that such an approximation is not 
valid for the case of shot noise; since get) can be 
regarded as the limit of a sum of shot noises, it 
will also not be valid for the case·of Gaussian noise.8 

In order to find 1/;(t.x, t Ix), it is necessary to deter­
mine the distribution of t.x from the integrated 
equation 

t.x = X(t{ exp ({+ll' get') dt') - 1] ' 
which shows that 

(t.x) = !u2xCt) t.t, 

The use of this in (25) results in the correct Eq. (19). 

2. GENERALIZATION TO AN NTH-ORDER SYSTEM 

The preceding analysis may be readily extended 
to the case of an nth-order system. Let this system be 

dX i _ ~ 
dt - 7:-1 (Cij + rii(t»Xi (i = 1,2, ... ,n), (29) 

where the Ci; are known constants and the ri; 

mutually independent random functions of time. First 
suppose the r.; are all shot noises with impulse rates 

7 J. L. Bogdanoff and F. Kozin, J. Acoust. Soc. Am. 34, 
1063 (1960). 

8 It is worthwhile noting that if instead of using the cor­
rect relation Xa = XbeS for the jump due an impulse in a shot 
noise of strength S, we used Xa = (1 + S)Xb, and then passed 
to the limit of a Gaussian noise, we would obtain Eq. (28). 
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Ai; and strengths Si;' Just as before, we can find 
the change in Xi, say, due to an impulse in one of 
the coefficients ri;' However, we must distinguish 
between the case where this impulse occurs in the 
diagonal coefficients riO or in off-diagonal coefficient 
r ij (i .,t. j). Consider first the effect of an impulse 
in rH' Then while this impulse is taking place, the 
differential equation for Xi reduces to 

dx./dt = r,,(t)xi' 

This follows from the fact that during an impulse, 
L7., Ci;X; is negligibly small compared with the 
very large values attained by ri;(t); and furthermore, 
that because of the very short duration of an im­
pulse, the possibility of an impulse occurring simul­
taneously in any of the other coefficients rij (i .,t. j) 
can be ignored. Thus, just as in Sec. 1, we have 

(30) 

On the other hand, if j is different than i, we have, 
during an impulse ri ;, 

dx;/dt = ri;X;' (31) 

Here, since dx;/dt is finite, X; may be assumed 
constant during the short time of an impulse; and so 

(x;). - (Xi)b = ft. ri;X; dt = x; f'· ri; dt 
tb tb 

Si;X;, (32) 

where we need not distinguish between (x;). and 
(Xi)b 

Let p(x" ... , X n , t) be the joint probability density 
of Xl, ... , Xn at time t. By considering the number 
of particles leaving and entering the n-dimensional 
interval [Xi, Xi + dXil (i = 1, 2, ... , n) during a 
short time dt, using Eqs. (30) and (32), and parallel­
ing the argument leading to (6), we find 

ap(Xl' ... ,Xn , t) = _ t c. a(xiP(x, ... ,Xn , t» 
at i,;~l ., aXi 

n 

+ L AiiP(X" "', xie- Sii
, ••• Xn , t)e- Sii 

i-=l 

n 

+ L AiiP(X" "', Xi - SiiXi, "', X; "', Xn, t) 
i, i=1 
i~i 

n 

L AiiP(X" "', Xn t). (33) 
" j=1 

The notation p(X,,' . " Xi - SijXi,' . " Xi,' . " Xn, t) 
means that the variable in the probability density 
corresponding to the ith coordinate is evaluated 
at Xi - Sii X;. As we have written it, the index j 

appears to be greater than i, but actually the sum 
is taken over all values of i and j with i .,t. j. 

We now derive a system of equations for the ex­
pectations (Xi)' We have, on multiplying (33) by 
Xi and integrating, 

d(Xi) _ ~ < > 
dt - ~ Cii X; ,-, 

The integral 

J XiP(X" "', Xi 

" 
1)(xi) + L AijSi;(X,.), 

;-1 
i-"i 

(34) 

- SiiXi, "', Xi' "', Xn) dx, ... dX,. 

is evaluated by making the change of variables 
Xi - SiiX; = Zi and Xi = Zj. In a similar way, we 
have for the second moments (XiXi), 

d(x~) ~ ( ) + ( 28" )( 2) dt = 2 f:1. Cij XiXi Aii e .. - 1 Xi 

,. 
+ L Aii[2Sii (XiXi) + S~i<X~)], (35) 

i=1 
i¢i 

d(XiXi) ~ ~ ----;;:t = 6 Cik(XiXk) + 6 Cki(XiXk) 

+ [Aii(e8
/f - 1) + Aii(e8

;; - l)](Xij) 

" " + L AikSik(XiXk) + L AikSik{XiXk) (i.,t. j). (36) 
k~l k-, 

In deriving Eqs. (35) and (36) we have used the 
integrals 

and 

(i .,t. j) 

{

(XiXi) (i, j .,t. lc) 

(XiXi) + Sil(XiXI) 

(XiX;) + S;Z(XiX I ) 

(i = lc) • 

(j = lc) 
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Similar, but more complicated differential equa­
tions can be derived for the higher moments in a 
like manner. Extensions to the case where the param­
eters Si;, Ai;, Ci; are time-dependent are immediate; 
indeed, this case is actually included in the pre­
ceding analysis. 

It is also clear that an equation similar to (33) 
can easily be written when actually each r i; is a sum 
of shot noises. We need only consider separately 
the effect of impulses in each of the component noises 
in ri;, just as was done in deriving Eq. (14). 

Let us, in partiCUlar, determine the equation for 
P(XI, .,. Xn , t) when each of the ri; are actually 
Gaussian noises. We will use the notation gi;(t) 
instead of r i ;, and u~; will denote the power of the 
noise: (gij(t)gi;(t'» = u~; oCt - t'). 

We follow, almost word for word, the procedure 
used in Sec. 1, i.e. we suppose that each rij is the 
sum of two shot noises with identical impulse rates 
Ai;, one having strength Si; and the other strength 
- Si;' In the equation for P(XI, ... , x,,, t) for this 
case, we expand in powers of Si; up to terms of the 
second order, and pass to the limit as Ai; -t <Xl, 

Si; -t 0, Ai;S:; -t !u7;. Then 

(37) 

The moments can be obtained, as before, by multi­
plying (37) by the appropriate quantity and inte­
grating. We find that 

d(Xi) _ ~ () + .! 2 ( ) 

dt - L... Cii X; 2 U ii Xi , 
j ~I 

d(x:) " 
-dt = 2 2: Ci;(XiX;) ,-I 

n 

+ 2U:i(X:) + 2: u7;(x~), 
j=l 
i;;ei 

(i ~ j). 

(38) 

(39) 

(40) 

When the coefficients Cij all vanish, the equations 
for (Xi) and (XiX;) (i ~ j) become remarkably simple. 
They can be immediately integrated to give 

(Xi) = (xi)o exp [U:it/2], 

(XiX;) = (XiX;)O exp [!(U~, + u;;)t]. 

As an important special case, consider the nth­
order differential equation 

anx dn-Ix 
dr + [C,,_I + r,,_I(t)] dn-It + ... 

+ [co + ro(t)]x = 0, (41) 

where the c, are constants and the ri(t) are random 
functions. If, in particular, the riCt) are Gaussian 
noises with power u7, it follows from (38) that 

an(x) + 1 2 dn-I(x) 
dt" [Cn-I - 2un-d -;[in=!" 

n-2 di(x) 
+ 2: Ci -d-t' = 0. (42) 

.~o 

Thus, the equation satisfied by the "average" 
solution does not, generally, coincide with the equa­
tion obtained by replacing each random function 
by its average value. 

3. STABILITY 

A system of linear ordinary (deterministic) dif­
ferential equations 

dx· ~ 
dt

' = L... Ci;X; 
j~I 

(i = 1,2, '" ,n) (43) 

is said to be stable if for any solution, the sum 
2:7-1 IXil tends to zero as t approaches infinity. 

For the system 

dXi _ 11. 

dt - r; [Ci; + ri;(t)]x;, (44) 

involving the random functions ri;(t), the preceding 
definition of stability must be generalized. We will 
say that the system (44) is stable in the kth mean 
(k > 0) if <2::-1 IXilk) tends to zero as t approaches 
infinity for every choice of the initial (i.e. at time 
t = 0) probability distribution of the Xi, 

Similarly, we will say that the system (44) is 
stable in probability if for every E > 0, the probability 
of the inequality 2:7-1 IXil > E tends to zero as t 
approaches infinity. Well-known inequalities of prob­
ability theory imply the following order among these 
criteria for stability9: If a system is stable in the 
kth mean, it is stable in the k'th mean for every 
k' < k. If the system is stable in the kth mean for 
any k, then it is stable in probability. 

The case of the first-order equation 

dx/dt = [c + g(t)]x (45) 

9 The basic result is that for any random variable y, 
<Iylk)llk is a nondecreasing function of k; cf M. Loeve, Proba­
bility Theory (D. Van Nostrand, Inc., Princeton, New Jersey, 
1960). 
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illustrates this. According to Eq. (24), (45) will be 
stable in the kth mean if and only if c + !(lk2 < 0, 
while it will be stable in probability if and only if 
c < O. It is tempting to conjecture that for the nth­
order system, 

(46) 

with Gaussian noise coefficients the condition for 
stability in probability is that the deterministic 
system (43) be stable. 

In general, the condition easiest to apply is that 
of stability in the second mean. The equations for 
(xD (35) or (38) are linear ordinary differential equa­
tions, and for stationary processes, have constant 
coefficients. Their stability may therefore be de­
termined by standard methods (e.g. the Routh­
Hurwitz procedure). 

We will conclude by showing that a Gaussian 
noise coefficient never acts as a stabilizing influence; 
indeed, it may even destabilize an otherwise stable 
system.to For 2::-1 (x;) to tend to zero with in­
creasing t, it is necessary that 2::.1 <lx.l) and hence 
2::.1 (Xi) should as well. 

Now let x be the vector with components Xi, C 
the matrix with elements C,j, and D the diagonal 
matrix with elements !u; •. Then the Eqs. (43) for 

10 This is in constrast to the result claimed in reference 2. 

the deterministic system can be written as 

dx/dt = Cx, 

and Eqs. (38) for (Xi) as 

d(x)/dt = C(x) + D(x). 

(47) 

(48) 

If (48) is stable, the expression vCv must be negative 
for any n component vector V; instability means that 
there is a vector, Vo say, such that voCvo 2': o. 
But for this same vector, voCvo + Vo Dvo 2': O. 
This implies that if the deterministic system (48) 
is unstable, then so will be the random system. On 
the other hand, since D has all positive elements, 
it is possible for (48) to be unstable even though (47) 
may be stable. 

As an illustration consider the second-order 
system 

d2x dx 
dt2 + [CI + !11 (t)J dt + [co + Yo(t)] X = O. (49) 

Then by (42), 

d2(x) 1 2 d(x) _ 7 + [CI - 2"ud at + co(x) - O. (50) 

If we suppose that (49) describes a mechanical 
system with X being the displacement of a particle 
from equilibrium, then by (50), the random coeffi­
cient gl (t) on the average acts as a negative friction 
even though (gl (t)) = O. 
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